
1

UNIVERSITY OF WARMIA AND MAZURY IN OLSZTYN

Polish
Journal

of 
Natural 
Sciences

36(2/2021)

PUBLISHER UWM 
OLSZTYN 2021



EDITORIAL BOARD
Małgorzata Woźniak (Editor-in-chief), Małgorzata Jankun-Woźnicka (Deputy  

Editor-in-chief), Anna Źróbek-Sokolnik (Biology), Mirosław Wyszkowski (Agriculture), 
Katarzyna Majewska (Food Science), Dorota Fopp-Bayat (Fishery), Józef Szarek  

(Veterinary Science), Julita Dunalska (Environmental Protection), Andrzej Gugołek 
(Animal Breeding and Husbandry), Vaclav Matoušek (Animal Science, Czech Republic), 

Juraj Mlynek (Animal Behavior, Slovak Republik), Grażyna Furgała-Selezniow 
(Humans and Environment) 

Executive editor 
Agnieszka Orłowska-Rachwał 

The Polish Journal of Natural Sciences is indexed and abstracted 
in Biological Abstracts and Biosis Previews 

The print edition is the primary version of the Journal 

The Journal is also available in electronic form on the websites 
http://www.uwm.edu.pl/polish-journal/ (home page) 
http://wydawnictwo.uwm.edu.pl (subpage Czytelnia) 

PL ISSN 1643-9953 

© Copyright by Wydawnictwo Uniwersytetu Warmińsko-Mazurskiego 
Olsztyn 2021 

PUBLISHER UWM OLSZTYN 

Address  
ul. Jana Heweliusza14 

10-718 Olsztyn-Kortowo, Poland 
tel.: +48 89 523-36-61
fax: +48 89 523-34-38

e-mail: wydawca@uwm.edu.pl 

Ark. wyd. 7,2, ark. druk. 6, nakład 75 egz.
Druk – Zakład Poligraficzny UWM w Olsztynie 

zam. nr 315



TABLE OF CONTENTS

Animal Breeding and Husbandry

D. Grabolus, P. Wacławik, M. Zatoń-Dobrowolska – Inheritance of Coat 
    Colour in Ferrets (Mustela putorius furo) Based on Pedigree Analysis . . . .
T. Ojediran, O. Oyebamiji, E. Areo, I. Emiola – Growth Parameters, Economic 
    Analysis and Blood Characteristics of Weaned Pigs Fed Cashew Reject Kernel  
    Meal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Environment Protection

L. Edemhanria, R.O. Shafe, C.C. Osubor – Optimization of Laccase Activity  
    Measurement in a Crude Oil Polluted Soil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
F. Heydarnezhad, M. Hoodaji, M. Shahriarinour, A. Tahmourespour –  
    Optimization of Growth and Toluene Degradation by Free and Immobilized  
    Bacillus Cereus ATHH39 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Food and Nutrition Sciences

Le Pham Tan Quoc – Physicochemical Properties and Antibacterial Activity  
    of Essential Oil of Litsea cubeba Pers. Fruit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Humans and Environment

G. Furgała-Selezniow, M. Jankun-Woźnicka – Tourism Impact on the Shore  
    Zone of Lakes: a Case Study of Four Lakes of Mrągowo Lakeland . . . . . . . . . . . . . . . .

Veterinary

M. Dziekiewicz-Mrugasiewicz, M. Wierzbicka – The Reasons of Culling of  
    Cattle in Dairy Cows Herd – a Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

121

131

147

157

169

179

197





POLISH JOURNAL OF NATURAL SCIENCES 
Abbrev.: Pol. J. Natur. Sc., Vol 36(2): 121–130, Y. 2021

INHERITANCE OF COAT COLOUR IN FERRETS 
(MUSTELA PUTORIUS FURO) BASED  

ON PEDIGREE ANALYSIS 

Dominika Grabolus1, Patrycja Wacławik2,  
Magdalena Zatoń-Dobrowolska3

1 ORCID: 0000-0003-0402-0095
2 ORCID: 0000-0002-0011-0715
3 ORCID: 0000-0002-3096-4113

1–3 Department of Genetics
1 Wrocław University of Environmental and Life Sciences, Wrocław, Poland

K e y  w o r d s: ferret, fur colour, coat pattern, phenotype, heredity.

A b s t r a c t

The study aimed to determine the rules governing the inheritance of coat colour in ferrets, 
including basic colour, colour concentration patterns, and white markings. To reach this aim, 
pedigree analysis was applied. It covered the pedigrees of 201 pups born between 2009 and 2017 
in two household ferretries. In the analysed population, basic colours black and dark brown 
dominated over brown, beige, and those with copper reflections. The standard colour 
concentration pattern dominated the other patterns, the point type being the most recessive. The 
point pattern is phenotypically similar to the Himalayan mutation, which is also recessive to the 
wild type. In this study, it was impossible to analyse if the lack of white markings dominated 
over their presence, due to the small differences in the number of animals with and without 
white markings. The obtained results refer to a specific animal population and are based only on 
phenotypic classification.

Introduction

The first recorded coat colour variations in ferrets (Mustela putorius 
furo) were sable (so-called standard) and albino (Jeżewska and Macie-
jowski 1989, B ednarz and F rindt 1991, Blaszczyk et al. 2007). The 
nomenclature used in 1980s in Polish farm breeding distinguished three 
types of breeding polecats: grey, lemon, and orange, the colour of under-
coat hair being their main difference. There were also brown variations, 
with the varying intensity of colour, from dark brown to light yellow-brown, 

Address: Dominika Grabolus, Wrocław University of Environmental and Life Sciences, Kożu-
chowska st. 7, 51-631 Wrocław, Poland; e-mail: dominika.grabolus@upwr.edu.pl



Dominika Grabolus et al.122

referred to as fawn (Jeżewska and Maciejowski 1989, Bednarz and Frindt 
1991). The Scandinavians described individuals with silver hair on their 
tails, hind legs, napes, and hips. In addition to the standard and albino 
colour variations, they also distinguished pastel ferrets, with light brown 
fur. Ferrets with a dark brown coat, called chocolate, have been reported 
in Finland, Norway, and the USA (Nes et al. 1988). In 2005, the American 
Ferret Association distinguished 30 colour variations of ferret coat,  
11 of them being basic variations. In addition, the Russians distinguished 
sable, pearl and goldish variations, differing in undercoat colour. The gold-
ish variation had yellow-orange, pearl had white, and sable had cream-yel-
low undercoat hair (Lewington 2007). Currently, to correctly characterise 
the coat colour of a ferret, a three-step analysis should be performed. First, 
basic colour is determined; then, a concentration pattern is determined; 
and finally, white markings – if present – are classified (American Ferret 
Association 2017, Associazione Italiana Furetti 2016). The coat colour of 
animals depends on the presence of melanin pigments in the hair and 
skin. In mammals two melanin types responsible for fur colour can be dis-
tinguished – namely eumelanin and pheomelanin – they can occur in the 
hair and skin together or alone. The basic coat colour is determined by the 
ratio of eumelanin to pheomelanin, which is mainly being controlled by the 
Agouti signalling protein (Asip) and the Melanocortin-1 Receptor (Mc1r) 
genes. The final effects seen in animals can be modified by many other 
genes, e.g. Tyrosinase-related protein 1 (Tyrp 1) can switch the eumelanin 
colour between black and brown. Some genes may dilute the base colour 
(e.g. Myosine 5a – Myo5a), others may cause white spotting on the fur and 
skin (e.g. Endothelin receptor type B – Ednrb, Dominant white – Kit) and 
the Tyrosinase-related protein gene (Tyr) is responsible for the lack  
of pigment in animals body – albinism (Cieslak et al. 2011, Hoekstra 
2006, Ata and Majewski 2016, Rzepka et al. 2016). The topic of genetic 
basics of coat colour inheritance in ferrets has been briefly described by 
Grabolus et al. (2016). The authors were also using pedigrees in their 
analyses but contrary to this study, they concentrated on the genetics of 
the coat colour.

This study aimed to determine the inheritance scheme – consisting of 
basic colours, colour concentration patterns, and white markings – of coat 
colour in ferrets. To meet this aim, a pedigree analysis was conducted.
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Material and Methods

Coat colour classification

The classification of colour variations used in this study is based on 
the Associazione Italiana Furetti (2016) – Furetomania Onulus – Aif 
(2016) and the American Ferret Association – AFA (2017). The classifica-
tion includes six basic colours and two types of uniformly white coat colour, 
five colour concentration patterns, and five variations of white markings. 
Unlike AIF, AFA uses neither the self pattern nor milk and striped white 
markings.

The pedigrees

The research included the pedigrees of 201 ferrets born in 2009–2017. 
The ferrets came from two household ferretries, namely, Ferretta Passion 
(Poland; 105 ferrets) and Ferret Vendetta (Italy; 96 ferrets). The pedigrees 
included 354 specimens (178 females and 176 males) for whom it was pos-
sible to determine the basic coat colour, concentration pattern, and white 
markings. Ferrets from both ferretries were related. In addition, breeding 
lines were carried out and some matings were repeated, allowing for more 
accurate analysis and the higher reproducibility of the study. The pedi-
grees originated from private breeders’ resources and “Feritage – Ferret 
Database System”, a ferret pedigree database (2017) supervised by Marit 
Nybakken.

Pedigree analysis

To determine the rules for the inheritance of coat colour in ferrets, the 
analysis of pedigrees for the litters born between 2009 and 2017 was car-
ried out. The analysis included all the matings found in the pedigrees, 
which went back three generations (an offspring, parents, grandparents, 
and great-grandparents). The analysis was carried out separately for 
each of the three aspects of determining coat colour, that is, basic colour 
(including the colour uniformly white), a concentration pattern, and white 
markings.

Because of the colour uniform white for the albino and DEW (Dark 
Eyed White) coat colours, it is impossible to determine the concentration 
pattern and the occurrence of white markings for them. In addition, in 
ferrets with striped white markings, a colour concentration pattern cannot 
be determined, which is also due to the predominance of the colour white. 
Therefore, when analysing concentration patterns, mating with uniformly 
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white individuals and striped white markings was considered. To analyse 
white markings, mating with ferrets with the colours albino and DEW was 
also considered.

Results and Discussion

Basic colour

Twenty-three out of 37 possible mating combinations for basic colour 
were detected in  the population analysed (Table 1). Coats with mostly 
black and/or dark brown hair (that is, black, black-sable, and sable) 
clearly dominated over coats with hair in shades of brown (that is, warm 
shades), beige, and with copper reflections (that is, chocolate, champagne, 
and cinnamon). 

Table 1 
The distribution of the eight basic colours for various matings (27 combinations) 

Specification Black Black-sable Sable Chcoco-
late

Cinna-
mon

Cham-
pagne DEW Albinos

Black × black 9 2 8 1 – – – –
Black × black-sable 29 34 3 4 – – – –
Black × sable 9 1 3 4 – – – –
Black × chocolate 12 1 2 6 1 – – –
Black × cinnamon 1 – – 4 – – 1 –
Black × champagne – – – – – 2 – –
Black × DEW – – 1 – – – – –
Black-sable × black-sable – 11 2 1 – – – –
Black-sable × sable – 11 16 5 – – – –
Black-sable × chocolate 6 3 1 3 – – – –
Black-sable × champagne – 1 – – – – – –
Sable × sable – – 4 – 1 – – –
Sable × chocolate 7 4 14 8 4 5 – –
Sable × cinnamon – 1 1 – – – – –
Sable × champagne – – 2 1 – 1 – –
Sable × DEW – – 1 – – – – –
Sable × albino – 1 1 – – – – –
Chocolate × chocolate – – – 2 1 – – –
Chocolate × cinnamon – – 2 2 – 1 – –
Chocolate × chapmagne – – – 2 1 – – –
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Cinnamon × cinnamon – – – – 1 – – –
Cinnamon × albino 1 – – – – – – –
Champagne × albino – – – – – – – 1
Eight base coat colours in ferrets can be distinguished, which results in 37 possible mating com-
binations. The table presents 23 mating combinations for base coat colours that occurred in the 
study 

It was impossible, however, to determine the dominance series for 
these three most dominating coat colours, because of their similar distri-
butions of mating combinations and offspring colour. Therefore, it is diffi-
cult to determine whether the most dominant colour is black, black-sable, 
or sable: more detailed analyses that would include the genotypes 
are needed. The small difference between the number of black and black-sa-
ble ferrets may also result from mistakes in coat colour determination, 
a likely reason being that the breeders prefer black ferrets. 

The dominance of dark colours over lighter ones is quite common 
among mammals. In the majority of species, the wild type (so-called agouti) 
has most hair of the colour black-brown (Bennet and Lamoreux 2003, 
Hoekstra 2006, Cieslak et al. 2011). Bednarz and Frindt (1991) and 
Jeżewska and Maciejowski (1989) also claimed that brown ferret varia-
tions were recessive to standard variations (so-called polecats). Similarly, 
in American mink, standard variations (black and dark brown) dominate 
over various pastel variations (i.e., with coat in shades of brown, beige, 
and those with copper reflections) (Shackelford 1948, Nes et al. 1988, 
Kuźniewicz and F ilistowicz 1999). Also in dogs, cats, and mice, the 
brown coat colour – also known as chocolate or liver – is recessive to the 
wild type (Ruvinsky and Sampson 2001, Schmidt-Küntzel et al. 2005). 
Uniformly white coats (albino and DEW) are the most recessive to other 
colours. Like in cats, rabbits, cattle, chickens, sheep, American mink, mice, 
rats, and humans, albinism in ferrets is inherited autosomal recessively 
(Bennet and Lamoreux 2003, Blaszczyk et al. 2007). Such a small num-
ber of white ferrets can also be due to diseases associated with this colour 
– such as deafness in ferrets of the DEW type – and the resulting reluc-
tance of breeders to reproduce animals of this colour (Piazza et al. 2014). 
The obtained pattern of dominance for the basic coat colour in ferrets does 
not differ from the commonly existing patterns of coat colour dominance in 
the above-described mammalian species.

cont. Table 1
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Concentration pattern

Seventeen out of 36 possible mating combinations for concentration 
patterns were detected in the population studied (Table 2). 

Table 2
 The distribution of eight concentration patterns for various matings (17 combinations)

Specification Self Solid Standard Roan Point* Striped DEW Albinos
Self × self 2 – – – – – – –
Self × standard 3 5 7 – – – – –
Self × roan – 5 7 10 1 – – –
Self × striped – 6 8 2 – – – –
Self × DEW – – 1 – – – – –
Solid × solid 1 5 2 – – – – –
Solid × standard 2 3 9 – – – – –
Solid × roan 3 9 12 12 1 – – –
Standard × standard – 5 56 5 4 – – –
Standard × roan – 1 22 23 3 1 – –
Standard × point – – 1 – 1 – – –
Standard × DEW – – 1 1 – – – –
Standard × albinos – – 2 – – – – 1
Roan × roan – – 5 4 – – – –
Roan × point – – 5 – 1 – – –
Roan × striped – – – 5 – – – –
Point × striped – – – – – – 1 –
* Point – also Siamese
Eight concentration patterns in ferrets can be distinguished, which results in 36 possible mating 
combinations. The table presents 17 mating combinations for concentration patterns that occur-
red in the study. The albino and DEW variations were counted in all three categories because it 
is impossible to determine the concentration pattern or occurrence of white markings in a unifor-
mly white animal 

Of the five patterns, the standard one clearly dominated to the others, 
closely followed by the roan pattern. The solid pattern was placed third in 
the dominance series, followed by the self pattern. The point pattern was 
the most recessive. Situations in which the concentration pattern could 
not be determined were negligible in the population studied.

The wild type coat colour is dominating to the other colour variations. 
This was confirmed by the results related to the standard concentration 
pattern in ferrets, which gives a coat similar to that of a European polecat 
(Jeżewska and Maciejowski 1989, Bednarz and Frindt 1991). The roan 
pattern in ferrets is phenotypically similar to the roan pattern in horses, 
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dogs, and mice. This pattern manifests phenotypically as a mixture of 
white and coloured hair, in dark-coloured animals giving the salt-and-pep-
per effect. In addition, like in horses, in ferrets the roan pattern appears 
for all basic colours, most visible being for dark coat colours (Thiruven-
kadan et al. 2008, Webb and Cullen 2010, Cieslak et al. 2011). The rel-
atively frequent occurrence of the roan pattern – which occurs in neither 
the wild ferret (polecat) nor polecats bred for fur – may indicate the domi-
nant character of the mutation responsible for the roan pattern. Ferrets in 
the point (Siamese) pattern are similar in colour to Himalayan mutations 
in cats (Lyons et al. 2005, Schmidt-Küntzel et al. 2005). In mice, rats, 
guinea pigs, rabbits, and American mink, we can observe a similar pheno-
type, for which the recessive mutation is responsible (Benkel et al. 2009, 
Cieslak et al. 2011). Due to its recessive nature, the Himalayan mutation 
is relatively rare if lines of animals of this type are not bred, like in the 
case of Siamese cats (including Thai, Tonki, and Burmese). In the amateur 
breeding of ferrets, the point pattern is an unpopular colour variation, 
additionally decreasing the small number of these animals.

White markings

Twelve out of 35 possible mating combinations of white markings were 
detected in the population studied (Table 3). The ratio of the number of off-
spring with no white markings to those having them (two animals with uni-
formly white coats were classified as having white markings) was 1.5:1.2.  
In the over half of the mating combinations, at least one of the parents did 
not have white markings, making it impossible to determine whether in 
ferrets the presence of white markings is recessive to their lack. In other 
mammal species, white markings are either recessive (e.g., in mice, rats, 
and dogs) (Webb and Cullen 2010, Strain 2011) or – in fewer species – 
dominant (e.g., in cats and horses) (Cooper et al. 2005, Cieslak et al. 2011).

Table 3
 The distribution of eight white markings for various matings (twelve combinations)

Specification n.p.* Milk Mitt Blaze Panda Striped DEW Albinos
N.p. × n.p. 65 2 13 1 – – – –
N.p. × mitt 54 – 64 – – – – –
N.p. × blaze 1 – – – – – – –
N.p. × panda 2 – 1 1 – – – –
N.p. × striped 13 – 4 – – – 1 –
N.p. × DEW – – 1 2 – – – –



Dominika Grabolus et al.128

N.p. × albinos 1 – – – – – – 1
Mitt × mitt 7 – 22 – – – – –
Mitt z blaze 1 – 1 – – 1 – –
Mitt × panda – – 1 1 – – – –
Mitt × striped – – 7 – – – – –
Mitt × albinos 1 – – – – – – –

* N.p. – no pattern (no white markings)	
Eight concentration patterns in ferrets can be distinguished, which results in 35 possible mating 
combinations. The table presents twelve mating combinations for white markings that occurred 
in the study. The albino and DEW variations were counted in all three categories because it is 
impossible to determine the concentration pattern or occurrence of white markings in a unifor-
mly white animal

There was a clear dominance of mitts to the other four variations of 
white markings. The frequencies of ferrets with milk, blaze, panda, and 
striped white markings were similar, making it impossible to determine 
which type of white markings followed the mitt variation in the dominance 
series and which was the most recessive. A low number of ferrets with 
white markings on their heads (blaze, panda, and striped) is undoubtedly 
correlated with the large share of deaf ferrets among animals with such 
white markings. Such a correlation was also found in horses, dogs (for over 
90 breeds), cats, pigs, and cattle. In Jack Russell Terriers, this correlation 
is strong (Webb and C ullen 2010, Cieslak et al. 2011, Strain 2011). 
Similar results were reported in ferrets. Strong correlation between white 
markings and congenital deafness was observed in the research carried 
out on 152 ferrets in 2008–2012 at the Veterinary Hospital and Speciality 
Center of Frégis and Veterinary Clinic ADVETIA in France, regarding the 
occurrence of congenital deafness undergoing brain-stem auditory evoked 
response (Piazza et al. 2014). Therefore, breeders should avoid pairing two 
ferrets with white markings on their heads as well as two uniformly white 
ferrets. Despite deafness that uniformly white ferrets and those with white 
markings are likely to suffer from, some ferretries breed them because 
of their attractive appearance and the resulting interest of possible buy-
ers. In addition, unlike in dog and cat breeding, a lack of compulsory hear-
ing tests for individuals in the risk group (blaze, panda, Dark Eyed White, 
and albino variations) additionally decreases the breeding value of such 
ferrets.

Summarizing results obtained in our study, darker coat colours in fer-
rets dominate over the lighter ones. It was impossible to determine which 
of the three most prevalent coat colours is the most dominant one due to 
their similar distribution in the database. When analysing the concentra-

cont. Table 3
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tion pattern the standard one proved to be the most frequent one 
(138 animals), followed by roan (62 animals). It was impossible to deter-
mine whether white markings in ferrets are a dominant or recessive trait 
due to close ratio of ferrets with and without such markings on their body 
(1.2:1.5) present in the database.

Accepted for print 16.04.2021
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A b s t r a c t

Growth parameters, economic analysis and blood characteristics of weaned pigs fed graded 
levels of cashew reject kernel meal (CRKM) were studied in a 42 day trial. Forty (40) weaned 
pigs with mean weight of 8.67±0.99 kg were randomly assigned into four experimental diets such 
that Diets 1, 2, 3 and 4 contained 0%, 5%, 10% and 15% CRKM respectively. The chemical profile 
of CRKM showed 21.10% crude protein, 35.09% ether extract, 9.20% moisture, 6.83% crude fibre, 
4.10% ash, 23.67% nitrogen fee extract, 11.69 MJ/kg metabolizable energy, 0.01% tannin, 0.26% 
saponin, 0.19% phytate, and 19.22 μg/kg ppm aflatoxin. The results showed that feed intake, 
economic indices, haematological parameters, and serum metabolites like alanine aminotransferase, 
asparatate aminotransferase, albumin and glucose were significantly influenced (p < 0.05). Con-
clusively, incorporation of up to 15% CRKM in weaned pigs’ diet favour growth performance, 
lowered feed cost, improved economic advantages and was not deleterious to the haematological 
and serum metabolites.

Introduction

The declining convectional feedstuff production is aggravated by the 
rising threat of climate change accompanied with geometric population 
growth (Li and Kaiser 2011, Coster and Adeoti 2015). Although, crop 
differs in climatic prerequisite and economic prominence but climate 
change is affecting productivity. Thus, food/feed security is threatened. 
For instance, rain starts around March and stabilises in April in south-
west, Nigeria but climate has changed and rain does not stabilize until 

Address: Taiwo Ojediran, Ladoke Akintola University of Technology, Ogbomoso, Nigeria phone: 
+234-8034104295, e-mail: tkojediran@lautech.edu.ng



Taiwo Ojediran et al.132

late May. This has affected the production of ephemerals crops like maize 
to a single cycle per year while other orthodox feedstuffs like soybean and 
groundnut has been affected resulting in decreased productivity, hike in 
price coupled with competition between man and livestock. Alternative 
feedstuffs has to be explored.

Cashew (Anacardium occidentale), a tropical and subtropical drought 
resistant tree crop has received economic attention (KGF 2011), because of 
the industrial potential of the nut which is now an import-export commod-
ity globally (Akinhanmi et al. 2008) with Cote d’Ivoire being the Africa’s 
leading producer of the nuts (FAO 2015, Heuze et al. 2017) after Nigeria 
lost its place in 2010 (Adesanya et al. 2021). The nut can be separated into 
the toxic shell and edible kernel (Quirino et al. 2014). The nutritional 
evaluation of the kernel reveals that it contains protein, fat, energy, amino 
acids, vitamins and minerals. 

The cashew nut processing plants are growing in number especially in 
exporting countries of Africa, Asia and Latin America (Akinhanmi et al. 
2008). Aliyu and Hammed (2008) attributed to the expansion in produc-
tion to meet local consumption and export. During processing, unsuitable 
portions of the kernel, unfit for human consumption or export owing to 
damages are discarded and depending on quality are estimated to be as 
high as 30% (Akande et al. 2015) of the total kernel processed. Ojewola 
et al. (2004), FAO (2013) and Akande et al. (2015) proved their suitability 
as an animal feedstuff. These authors have proved its protein efficiency 
worth (22–38% crude protein), and comparative advantage (lower cost per 
kg) over soybean meal and groundnut meal in chickens.

The expansion in cashew production, global output and demand from 
various countries are a proof that the kernels will be available as a feasible 
livestock feed ingredient (FAO 2013). However, literature on the use of the 
kernel in swine diet is scanty. Thus, there is research deficit using cashew 
kernel because deserved awareness has not been given to it. There is 
therefore need to investigate cashew kernel as another unorthodox feed 
material for zootechny. This study venture to unveil the potentials of 
cashew kernel by evaluating the growth parameters, economic analysis, 
haematological parameters and serum biochemistry of weaned pigs.
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Materials and Methods

Location of the experiment

The swine research unit of the Ladoke Akintola University of Technol-
ogy, Ogbomoso was used for the experiment. Ogbomoso’s vegetation is 
a derived savannah zone which lies on 4º15’E and 8º07’N with an average 
yearly temperature of around 27ºC.

Animals

Forty (40) weaned Large white-Landrace cross-bred uncastrated male 
piglets were acclimatized for 7 days before the start of this study. They 
were eight (8) weeks old with and an average initial weight of 8.67±0.33 kg 
at the start of the trial. They were randomly divided into four dietary 
groups of 10 replicates each while each pig served as a replicate. The ani-
mals had access to feed and water ad-libitum. The trial lasted for 42 days 
in a open type house with pens. The weaner pigs were farrowed by 6 Large 
white sows serviced by the same Landrace boar. They were chosen based 
on sex and weight. The pigs were handled and managed following the NIH 
Guide for the Care and Use of Laboratory Animals NIH publication  
No 86-23, revised 1985 and 1991) and the ethical requirements of the 
United Kingdom for animal experimentation (Animals Scientific Proce-
dures, Act 1986).

Preparation of test ingredient and experiment diet

The cashew reject kernel meals were procured from a reputable pro-
cessing firm. During processing, kernels unsuitable for human utilization 
or falling below market standards are termed as reject and were procured 
for this study. After extraneous materials removal, they were milled prior 
to mixing with other feedstuffs. Four diets were compounded isonitroge-
neously (20% CP) and metabolizable energy ranging from 11.44 to  
12.15 MJ/kg ME (Table 1). Groundnut meal was replaced with Cashew 
reject kernel meal in diet 1 (0.00% CRKM) (w/w) at 5.00%, 10.00% and 
15.00% in the Diets 2–4 respectively. Other ingredients were varied in an 
attempt to formulate iso-nitrogenous diets.
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Table 1
Formulation of the experimental diets

Ingredients [%] Diet 1 Diet 2 Diet 3 Diet 4

Maize
Soya bean meal
Groundnut cake
CRKM
Palm kernel cake
Corn bran
Limestone
#*Premix blend
Salt

21.00
1.00
15.00
0.00
50.00
11.50
1.00
0.25
0.25

18.00
4.00
10.00
5.00
50.00
11.50
1.00
0.25
0.25

12.00
7.50
5.00
10.00
50.00
14.00
1.00
0.25
0.25

2.00
10.50
0.00
15.00
50.00
21.00
1.00
0.25
0.25

Total 100.00 100.00 100.00 100.00
Calculated nutrients

ME [MJ/kg]
Crude protein
Ether extract
Crude fibre
Calcium
Lysine
Methionine

11.44
19.58
5.09
8.26
0.49
0.70
0.33

11.84
19.54
6.17
8.14
0.54
0.90
0.39

12.10
19.69
8.42
8.22
0.52
1.12
0.45

12.15
19.72
10.02
8.59
0.64
1.33
0.51

CRKM – Cashew reject kernel meal, ME – metabolizable energy
# supplied the following (per kg feed): vitamin A, 12 500 IU; vitamin D3, 5 000 IU; vitamin E,  
40 mg; vitamin K3, 2 mg; vitamin B1, 3 mg; vitamin B2, 5.5 mg; niacin, 55 mg; calcium pantothe-
nate, 11.5 mg; vitamin B6, 5 mg; vitamin B12, 25 mg; folic acid, 1 mg; biotin, 50 mg; choline chlo-
ride, 500 mg; manganese, 300 mg; iron, 120 mg; zinc, 80 mg; copper, 85 mg; iodine, 1.5 mg; co-
balt, 3 mg; selenium, 1.2 mg; anti-oxidant, 120 mg; with (in 1.25 kg/250 kg ration) detoxyzyme, 
125 g; superliv, 125 g; prebiotics and probiotics, 62.5 g; herbo-methionine, 125 g and limestone 
(carrier), 187.5 g

Data collection

Growth parameters and economic analysis

Data taken on growth parameters include feed consumed, weight dif-
ferences and conversion ratio. Feed left on daily basis was deducted from 
that given as the intake while weight change was recorded weekly. The 
relationship between feed intake and weight gain was estimated as feed 
conversion ratio. Economic analysis was estimated as enumerated by 
Ojediran et al. (2020a).

Blood parameter

Four pigs per dietary treatment group were randomly picked for blood 
examination. They were bleed prior to feeding: About 5 ml of blood was 
each siphoned into pre-labelled tubes for haematological and serum exam-
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ination through the jugular vein puncture method using sterilized needles 
and syringes. Blood portions for haematology determination were emptied 
into vacutainer tubes having anti-coagulant, ethylene diamine tetra-acetic 
acid (EDTA) and gently rocked. Haematological parameters like leucocyte 
(WBC), erythrocyte (RBC), haemoglobin, haematocrit, mean corpuscular 
volume (MCV), mean corpuscular hemoglobin (MCH), mean corpuscular 
haemoglobin concentration (MCHC) and lymphocyte counts were deter-
mined.

Serum metabolites determined include the aminotransferases; Ala-
nine (ALT) and Aspartate (AST), Total protein, Albumin, Globuin, creati-
nine, Urea, Glucose, Triglycerol, Cholesterol including both High density 
(HDL) and Low density lipoproteins (LDL). Haematocrit and hemoglobin 
were ascertained by mirco-hematocrit and cyanmethehemoglobn methods 
correspondingly (Mitruka and Rawnsley 1977). White blood cell and 
RBC were estimated employing improved neubauer haemacytometer fol-
lowing apt solvent addition (Schalm et al. 1975). Mean corpuscular vol-
ume, MCV and MCHC were estimated according to the procedure of Jain 
(1986). LDL was calculated from the Friedewald model (LDL = cholesterol 
– tryglycerol/5). The cholesterol, triglycerol and HDL were analyzed 
according to the procedure of Roschlan et al. (1974). The spectrophoto-
metric method of Schmidt (1963) was used to evaluate for ALT, AST and 
Alanine Phosphatase (ALP). Biuret and Bromocresol green methods 
explained by (Peter et al. 1982) was used to determine serum protein and 
albumin respectively while globulin was estimated as the difference 
between the total serum protein and albumin.	

Chemical and statistical analysis

The proximate component of the test ingredient (CRKM) was deter-
mined using AOAC (2012). The metabolisable energy (ME) content was 
determined using formula ME: 

Kcal/kg = 37 ∙ %CP + 81.1 ∙ %Fat + 35 ∙ %NFE (Pauzenga 1985)

before being expressed in MJ. The concentration of aflatoxin was deter-
mined using Opadokun (1999) procedure. 

Data were analyzed (Analysis of variance, ANOVA) in a completely 
randomized design using SPSS (2006) package and means were separated 
using Duncan multiple range test (at 5% level) of the same package.
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Results 

The chemical constituents of CRKM is presented in Table 2. The 
CRKM had 9.20% moisture, 21.10% CP, 35.09% ether extract, 9.20%, 
6.83% crude fibre, 4.10% ash and 23.67% nitrogen fee extract. It had  
18.96 MJ/kg ME, 0.01% tannin, 0.26% saponin, 0.19% phytate, and  
19.22 μg/kg ppm aflatoxin. 

Table 2 
Nutritional and anti-nutritional composition of cashew reject kernel meal
Chemical composition [%] Percentage composition [%] 

Moisture
Crude protein
Ether extract
Crude fibre
Ash
Nitrogen free extract
Metabolizable energy [MJ/kg]
Tannin
Saponin
Phytate
Aflatoxin [μg/kg ppm]

9.20
21.10
35.09
6.83
4.10
23.67
18.96
0.01
0.26
0.19
19.22

The growth parameters of pigs fed CRKM is shown on Table 3. Only 
the feed intake parameters were significantly affected (p < 0.05). The total 
feed intake increased in pigs fed diets 1 (32.23 kg), 4 (36.81 kg) 2 (37.84 kg), 
and 3 (39.68 kg in that pattern). The least feed intake was observed in pigs 
given diet 1 while those offered diet 3 had the highest. Both total and aver-
age daily feed intake had similar pattern. The feed intake was higher in 
pigs offered CRKM.

Table 3 
Growth parameters of pigs fed cashew reject kernel meal

Parameter [kg] Diet 1 Diet 2 Diet 3 Diet 4 SEM P-value

Initial weight
Final weight
Total weight gain
Av. daily gain
Total feed intake
ADFI
FCR

8.76
19.90
11.14
0.27

32.23d

0.77d

3.24

8.60
22.88
14.28
0.34

37.84b

0.90b

2.70

8.68
24.02
15.34
0.37

39.68a

0.94a

2.63

8.64
23.84
15.20
0.36

36.81c

0.88c

2.54

0.33
1.03
0.76
0.18
0.63
0.01
0.16

0.99
0.49
0.18
0.16
0.00
0.00
0.44

ab – means with varying superscripts along the same row are significant (p < 0.05); SEM – stan-
dard error of the mean; Av. – Average; ADFI – daily feed intake; FCR – feed conversion ratio
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Economic indices of pig fed cashew reject kernel meal is presented in 
Table 4. All parameters including feed cost per kg (FC/kg), FC/kg weight 
gain (WG), income per kg WG, profit per kg WG and economic efficiency of 
gains were influenced (p < 0.05). A linear decrease was observed in the 
feed cost from diet 1 (₦74.28) – diet 4 (₦57.85). The FC/kg WG was highest 
in those given diet 1 and least for those on diet 4. No significant difference 
was observed in those offered diets 3 and 4 (p >0.05) unlike those fed the 
control (p < 0.05) while those on diet 2 were comparable. The income/kg 
WG observed in pigs fed diets 2–4 were similar (p > 0.05) but differ signifi-
cantly from those fed diet 1. The income per kg weight gain followed the 
same trend as observed in the income per kg weight gain. A linear increase 
was observed in the economic efficiency of gain as the CRKM increased 
with those fed diet 5 having the highest value.

Table 4 
Economic indices of pig fed cashew reject kernel meal

Parameter (₦) Diet 1 Diet 2 Diet 3 Diet 4 SEM P-value
Feed cost per kg 
Feed cost per kg WG
Income per kg WG
Profit per kg WG
Economic efficiency of gain

74.28a

238.02a

1100.8a

862.77a

395.05b

69.19b

186.82ab

962.76b

775.93b

423.94b

64.34c

168.65b

939.66b

771.01b

462.75ab

57.85d

146.20b

942.63b

796.44b

570.52a

1.55
12.46
18.95
11.87
26.05

0.00
0.04
0.00
0.01
0.01

ab – means with varying superscripts along the same row are significant (p < 0.05); ₦ – Nigerian 
naira; WG – weight gain

Table 5 shows the hematological parameters of pigs fed cashew reject 
kernel meal. All parameters differ significantly (p < 0.05) except white 
blood cell count. RBC of pigs given diets 2 and 3 were similar (p > 0.05) but 
were differ from those offered diet 4 (p <0.05) and were comparable to 
those fed diet 1. Hemoglobin values obtained ranged from 9.70 (diet 3) – 
11.45g/dl (diet 2) (p < 0.05). Haematocrit values for pigs offered diets 2 and 
4 were higher and not different (p > 0.05) but differs significantly (p < 0.05) 
compared with those offered diet 3. However, those offered control diet 
was comparable. Mean corpuscular volume were 56.00, 60.20, 54.75 and 
53.55 fl for pigs fed diets 1–4 respectively such that pigs fed diets 2 and 4 
were significantly different (p < 0.05) while those fed diet 3 were comparable 
to with those fed diets 1 and 4. Mean Corpuscular Haemoglobin values of 
pigs fed with diet 3 and 4 were similar (p > 0.05) while others varied signifi-
cantly (p < 0.05). Mean Corpuscular Haemoglobin Concentration of pigs fed 
with diet 1 and 2 did not differ significantly (p > 0.05) as with pigs fed diet 3 
and 4. However, both pairs differ significantly (p < 0.05). The lymphocyte 
counts showed that pigs fed diets 1 and 3 differ significantly (p < 0.05) while 
others were comparable.
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Table 5
Haematological parameters of pigs fed cashew reject kernel meal

Parameters Diet 1 Diet 2 Diet 3 Diet 4 SEM P-value

White blood cell [∙103/µL]
Red blood cell [∙103/µL]
Haemoglobin [g/dL]
Haematocrit [%]
Mean corpuscular volume [fL]
MCH [pg]
MCHC [g/dL]
Lymphocytes [g/L]

12.85
7.66ab

10.90ab

42.85ab

56.00b

14.25b

25.45a

7.05b

13.10
7.31b

11.45a

44.00a

60.20a

15.70a

26.05a

7.65ab

15.25
7.41b

9.70c

40.50b

54.75bc

13.10c

23.95b

9.45a

13.30
8.16a

10.55b

43.65a

53.55c

12.90c

24.15b

8.40ab

0.41
0.13
0.21
0.54
0.79
0.35
0.31
0.40

0.13
0.03
0.00
0.05
0.00
0.00
0.01
0.16

ab – means with varying superscripts along the same row are significant (p < 0.05); MCH – mean 
corpuscular hemoglobin; MCHC – mean corpuscular haemoglobin concentration

Table 6 showed the Serum metabolites of pigs fed cashew reject ker-
nel meal. Values obtained for alanine aminotransferase, Asparatate ami-
notransferase, Albumin and glucose differs significantly (p < 0.05).  

Table 6
 Serum metabolites of pigs fed cashew reject kernel meal

Parameters Diet 1 Diet 2 Diet 3 Diet 4 SEM P-value
ALT [U/L]
AST [U/L]
ALP [U/L]
Total protein [g/l]
Albumin [g/l]
Globulin [g/l]
Creatinine [mmol/L]
Urea [mmol/L]
Glucose [mg/dl]
Cholesterol [mg/dl]
Triglycerides [mg/dl]
HDL [mg/dl]
LDL [mg/dl]

59.60b

121.32ab

59.10a

5.25
2.38b

2.87
1.51
3.74

99.84a

166.99
42.11
37.80
120.76

83.28a

131.18a

48.32b

6.25
3.08a

3.17
1.51
4.19

121.70a

154.37
50.20
27.52
116.81

94.23a

92.34b

45.82b

5.59
2.61b

2.98
1.03
3.35

111.58a

156.96
38.46
35.06
114.20

80.36a

109.21ab

54.36ab

5.15
2.49I

2.67
1.23
5.85

87.39b

150.49
36.84
31.55
111.56

4.53
6.13
1.94
0.20
0.10
0.14
0.09
0.44
11.59
3.85
3.07
1.77
2.79

0.02
0.11
0.03
0.21
0.02
0.68
0.13
0.21
0.02
0.53
0.47
0.19
0.74

ab – means with varying superscripts along the same row are significant (p < 0.05);
ALT – alanine aminotransferase; AST – aspartate aminotransferase; ALP – alkaline phosphata-
se; HDL – high density lipoprotein; LDL – low density lipoprotein

Values recorded for alanine aminotransferase were higher, 
80.36–94.23 U/L compared with those offered the control diet (59.60 U/L) 
(p < 0.05). Asparatate aminotransferase in pigs given diet 2 (131.18 U/L) 
and 3 (92.34 U/L) differ significantly (p < 0.05) from each other although, 
others compared favourably. Albumin in the serum of pigs fed diet 2 were 
significantly different (p < 0.05) from those fed other diets. Alkaline phos-
phate in pigs offered diet 1 (59.10 U/L) differ significantly (p < 0.05) com-
pared to those on 2 (48.32 U/L) and 3 (45.82 U/L). Significant low glucose 
value was obtained for pigs given diet 4 (p < 0.05). 
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Discussion

The chemical composition of CRKM affirms it moderate protein con-
tent (Akande et al. 2015). The ether extract content showed it can be clas-
sified as an oil seed like Jatropha curcas kernel (Ojediran et al. 2014). 
Oddoye et al. (2012) observed a high fibre content of 27.50% than reported 
in this study. This can be linked to processing efficiency. The ash content 
and nitrogen free extract recorded is like that observed by Akande et al. 
(2015). The metabolizable energy in CRKM is similar to 19.89 MJ/kg for 
groundnut cake as observed by Akande et al. (2015). Tannin interfere 
with protein digestion, saponnin interfers with taste while phytate reduces 
availability of mineral bioavailablity in monogastric animals. However, 
the level of these anti nutrients were tolerable not to elicit negative 
response (FDA 2011, Aquilina et al. 2014). The processing methods 
employed in the processing of CRKM since determined for human con-
sumption may have played a role in the low tannin, saponin, phytate and 
the aflatoxin content. However, Akande et al. (2015) cautioned that long 
storage may raise the content of aflatoxin. 

Observed growth results are similar to that of Ojediran et al. (2020a) 
where supplemented palm kernel diet was assessed. Li and Patience 
(2017) attributed such changes in intake to feed factors like energy con-
centration amidst other non-dietary factors. Henry (1985) had earlier 
asserted that energy density determines feed intake. This was corrobo-
rated by Oresanya et al. (2007, 2008) and Black et al. (2009) established 
that apart from reduced intestinal motility caused by dietary fat content, 
increased fatty acyl-CoA in the brain hypothalamus results in changes in 
hormone thus decreased feed consumption. The voluntary feed intake 
peaked at 10% CRKM inclusion in the feed. The ether extract content of 
the feed may have played a role rather than to the metabolizable energy. 
Ojediran et al. (2020b) reported a non-significant weight changes and 
feed conversion similar to this study and affirmed that enzyme supple-
mentation in a PKC based diet may not be necessary. This established 
that weaned pigs may well tolerate PKC based (50–55%) diets with ade-
quate energy and protein. 

Economic indicators studied showed the advantages in the use of 
CRKM over the control diet. Consensually, inclusion of non-conventional 
feedstuff or ingredients in diet formulation lowered feed cost (Donkoh et 
al. 2004, Ojewola et al. 2004). Choi et al. (2015) established that for 
increased profitability, unconventional feedstuffs are needed to lower the 
production cost which accounts for 64.8–75.2% in a pig enterprise. The 
cost of convectional feed ingredients like maize, a food crop and biofuel 
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feedstock (De Gorter et al. 2013) is hiked because of low production in the 
face of population growth. The feed cost in relation to weight increment 
and reduced income and profit in pigs fed diets 2–4 is attributable to the 
feed consumed and conversion ratio. Satisfactory performance from low-
ered feed cost in economic terms is of utmost importance (Adesehinwa 
2009) as demonstrated by the economic efficiency of gain as the use of 
CRKM increased. This revealed that incorporating cashew reject kernel 
meal in the diets of pig up to 15% bears a relevant and practical use for  
a commercial pig production. 

Hematological parameters associates blood and its producing organs 
(Waugh and Cirant 2001), thus signals the functional condition and 
health state of the livestock (Eze et al. 2000). Blood haematological con-
stituents are responsive to the quantity and quality of feed or level of 
anti-nutrients inherent in the feed (Ani et al. 2013, Nse Abasi et al. 2014). 
The results on haematological parameters showed that the values reported 
were of range for healthy pigs (Gianotti et al. 2010, Coronado 2014). 
Pigs with normal blood parameter values are believed to display good per-
formance (Buzzard et al. 2013). But, Dlamini et al. (2017) said lower hae-
matological values could be due to malnutrition resulting in to anaemia. 
In this case the animals were not anaemic. White blood cells are critical in 
the defensive mechanism of pigs (Nse Abasi et al. 2014, Ojediran et al. 
2020). However, CRKM exert no adverse effect on the immune system of 
the pigs. Recorded numerical quantities for RBC, Hb, PCV, and the cor-
pusculars indicated that the pigs were not anaemic as reported by 
Ojediran et al. (2020b) who fed pigs with biscuit dough and attributed 
such to the fact that the dough since meant for human consumption had 
no or tolerable anti-nutrients. For heametocrit values above 30% indicate 
adequate blood ion status (Perri et al. 2016). Therefore, since erythropoi-
esis of the RBC was not impaired, thus oxygen carrying capacity in the 
animals showed that the pigs were in good health. Lymphocyte values 
were within normal range for pigs and such indicative of antibody function 
(Dlamini et al. 2017).

Pig blood metabolites can be affected by nutrition (Etim et al. 2014). 
Transaminases, ALT and AST are liver serum markers and when they are 
elevated, they suggest liver impairment (Unigwe et al. 2018). Elevated 
ALT was observed in pigs fed CRKM. Other organs found to produce ALT 
are the heart, kidney and muscles but Unigwe et al. 2018) proved that it 
is more liver specific while AST is a direct indicator of other cell damages 
including the liver (Rochling 2001). Alanine amino transaminase and 
AST has been found to be elevated in biliary duct obstruction, medica-
tions, diseaseas and fatty liver (steatohepatitis). However, increased mus-
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cular activity has been reported to cause increased AST in blood serum 
and Unigwe et al. (2018) attributed such in feed with more energy and 
protein availability. Rise in serum ALP was attributed to cholestatic dis-
ease, a situation Hyder et al. (2013) believed that ALP is made mostly in 
the liver and osteoblasts in hepatic bile duct obstruction. The pattern in 
the AST and ALP rules out a liver damage because AST falls within nor-
mal range for the class of pigs and ALP were not high as in pigs offered the 
control. 

Dvoràk (1986), proved that weight gain and albumin synthesis are 
interdependent in piglets as influenced by nutritional status. The link 
between nutrition and albumen level was demonstrated by Fuhrman 
et al. (2004) as albumen levels lowers during malnutrition. Elbers et al. 
(1992) and Caprarulo et al. (2020) revealed that in pigs, albumin level is 
a predictor of growth response. Albumin and insulin synthesis are directly 
correlated (Chen et al. 2016) because insulin is connected with muscle 
protein synthesis (Davis et al. 2010). The observation by Caprarulo et al. 
(2020) buttressed the findings among the CRKM fed pigs. Caprarulo  
et al. (2020) attributed such to values within physiological range (Elbers 
et al. 1992)) thus positively affected the weight gain. Reduced glucose with 
increased CRKM level could be associated with fibre level in the feed as 
noted by Adesehinwa (2007). However, ether extract and nitrogen free 
extract may have played a role. Manell et al. (2016), Davie (2003), Chris-
tensen et al. (2011) and Kawada et al. (2017) supposed that butyrate 
level triggers histone deacetylase inhibition activity in glucose homeosta-
sis or release via pancreatic β-cells.

Observed urea and creatinine levels in this study showed that CRKM 
did not affected the kidney functions. This is similar to the report of Adese-
hinwa (2007). It implied that there were no muscular wastage as the feed 
was well utilized. The cholesterol, triglycerides, HDL and LDL levels also 
showed that CRKM was well tolerated by the pigs akin to the result of 
Hellwing et al. (2007). Akande et al. (2015) observed that high ether 
extract may not translate to high cholesterol or fractions because it is cru-
cial in homeostasis and in series of metabolic cycle. HDL has been identi-
fied by Podrez (2010) and Navab et al. (2011) to exhibit and promote cho-
lesterol efflux which causes reverse cholesterol movement by affecting 
foam cell formation owing to it anti-atherogenic effects. Triglycerides being 
fatty acids with high energy chains important for fueling cell functions are 
at high levels believed to cause hearth diseases (YUE et al. 2015). Rauw et 
al. (2004) proved that a positive relationship between HDL and triglycer-
ide exist in pigs. These relationship may have been responsible for the 
observation in this study.
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Conclusion and recommendation

It could be concluded that weaned pigs could tolerate up to 15% cashew 
reject kernel meal inclusion because of the performance in terms of growth 
and economics indices. Also the blood parameter were not deleteriously 
affected. Further research could look into the use of cashew reject kernel 
meal in other phases of growth. 
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A b s t r a c t

The effect of substrate concentration, soil incubation buffer volume and substrate incubation 
duration on laccase activity in a crude oil polluted soil were evaluated in this study. These 
parameters were studied over a specified range of values; substrate concentrations: 1, 5, 10, 15, 
20 and 25 mM; soil incubation buffer volume: 25, 50, 75, 100 and 125 mL; and incubation 
duration: 30, 60, 90, 120 and 150 min. Laccase activity was evaluated by spectrophotometric 
method using pyrogallol as substrate. The optimum values of laccase activity in micromole per 
hour per gram soil [µmol/h/g] obtained were 2.80, 2.16 and 2.12 for the corresponding optimum 
substrate concentration (5 mM), soil incubation buffer volume (50 mL) and incubation duration 
(60 min) respectively. The use of these optimum values in laccase assay will provide a very 
useful indication of microbial metabolic activities during the process of bioremediation of the 
polluted soil.

Introduction

Crude oil exploration and other related activities globally over the 
years have greatly impacted on the environment with its attendant nega-
tive effect on the ecosystem (ITE et al. 2013). The exposure of microbial 
communities in the environment to petroleum hydrocarbon pollution leads 
to selective enrichment and genetic changes resulting in increased propor-
tion of hydrocarbon degrading microbes including bacteria and fungi  
(primary degraders) encoding hydrocarbon catabolic genes (Leahy and 
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Colwell 1990, Safdari et al. 2018). These catabolic genes mediate the 
degradation of petroleum hydrocarbon pollutants in the soil using their 
respective enzyme systems (Siles and Margesin 2018). Most organic pol-
lutants including crude oil are transformed aerobically (Rojo 2009) 
through several metabolic processes catalysed by various microbial 
enzymes including oxygenases, reductases, hydroxylases and dehydroge-
nases (Varjani and Upasani 2017, Polyak et al. 2018). The various hydro-
carbon fractions of crude oil have different and diverse degradation path-
ways controlled by different catabolic genes (Wang and Shao 2013). The 
initial attack incorporates oxygen into the organic pollutant followed by 
stepwise peripheral degradation pathways that convert the petroleum 
hydrocarbon to tricarboxylic acid cycle (TCA) intermediates (Wang and 
Shao 2013). The metabolites formed such as acetyl – CoA, succinate and 
pyruvate are then used by the microbes to synthesize cell biomass (Chan-
dra et al. 2015). 

The oxidative enzymes expressed by soil microorganisms have been 
broadly classified based on the electron acceptor involved in their oxida-
tive process (Sinsabaugh 2010, Bach et al. 2013). The first group utilizes 
oxygen as electron acceptor while the second uses hydrogen peroxide. In 
assays of environmental samples, Sinsabaugh (2010) used the generic 
term phenol oxidase to refer to the activity of several enzymes that require 
oxygen as electron acceptor including monooxygenases, dioxygenases, 
tyrosinase, catechol oxidase, laccase etc. Similarly, all hydrogen peroxide 
requiring oxidative enzymes are assayed as peroxidase. Laccases (benze-
diol: oxygen oxidoreductase EC 1.10.3.2) are the largest class of phenol 
oxidase present in the soil (Baldrian 2006, Sinsabaugh 2010). They are a 
group of multicopper enzyme family involved in phenolic compounds oxi-
dation with oxygen as electron acceptor (Strek and Telesinski 2015). 
Extracellular laccases are produced by microorganisms in response to 
organic pollutants in the soil; plants also produce both intracellular and 
extracellular laccases used in the synthesis of lignin and other secondary 
compounds (Baldrian 2006, Sinsabaugh 2010). Although, laccases are 
primarily taken to be fungal enzymes, some bacteria are known to also 
secrete laccase – like enzymes (Baldrian 2006, Sinsabaugh 2010). These 
bacterial laccases exist as components of larger protein complexes and 
they exhibit much greater activity in the soil than fungal laccases (Bach 
et al. 2013).  Laccases are more active than peroxidases at beginning of 
organic pollutant transformation due to their low redox potential (Marti-
nez et al. 2005). 

The estimation of the potential oxidative enzymes activity in the soil 
is done by measuring oxidation rate of a model substrate (Bach et al. 2013, 
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Burns et al. 2013). Phenol oxidase (laccase) activity is assayed with the 
substrate alone in contrast to the addition of hydrogen peroxide for perox-
idase activity (Bach et al. 2013). Pyrogallol, L-3,4-dihydroxyphenylala-
nine (L-DOPA) and 2,2’-azinobis-3-ethylbenzothiazoline-6-sofonic acid 
(ABTS) are some commonly used model substrates for oxidative enzymes 
assay in the soil (Sinsabaugh 2010, Bach et al. 2013). Pyrogallol is the 
most easily oxidized and is also less susceptible to interference by soil 
minerals (Hewins et al. 2016). Soil enzyme activities and microbial indi-
ces are useful indicators of the recovery of the soil during bioremediation 
(Alrumman et al. 2015). These indicators provide evidence of the meta-
bolic activities and viability of the microorganisms in the soil (Margesin 
et al. 2000). Laccase was chosen as an indicator of soil microbial activity 
in this study due to its involvement in the degradation of complex mole-
cules including recalcitrant soil organic matter and carbon cycling 
(Baldrian 2006).

The development of appropriate protocol for the estimation of laccase 
activity in a crude oil polluted soil is integral to the deployment of an effec-
tive bioremediation strategy as it provides a basis to monitor the soil 
attenuation process. Such protocol must take into consideration factors 
including substrate concentration, soil incubation buffer volume and dura-
tion of substrate incubation that are involved in the enzyme activity mea-
surement.  Hence, this work was designed to determine optimum levels of 
these experimental factors in the estimation of laccase activity in a crude 
oil contaminated soil.

Materials and Methods

Reagents and equipment

Pyrogallol was purchased from Kermel Chemicals, China. All other 
chemicals and reagents used were of analytical grade. The following equip-
ment were used in the study: analytical balance (BL – 200S, Setra Sys-
tems, USA); centrifuge (800D, Phoenix, USA); constant temperature mag-
netic stirrer (78 HW – 1, China); pH meter (PHS – 3C, Phillips Scientific, 
USA); top – loading precision balance (PA512, Ohaus – Pioneer, USA); 
spectrophotometer (Model 6305, Jenway, England).
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Sample collection and preparation

Soil sample was collected from a fallow area without any history of 
petroleum hydrocarbon pollution in Samuel Adegboyega University, 
Ogwa, Edo State, Nigeria. The sample was artificially contaminated in the 
laboratory with crude oil at a concentration of 1% (w/v) in an open con-
tainer and kept for two weeks. During this period, the contaminated soil 
was replenished with water and mixed once a week. Thereafter, the soil 
samples were air-dried for five days and sieved with a 2 mm sieve. Base-
line properties of both the contaminated and uncontaminated soil samples 
were determined using standard analytical procedures (data not included).

Laccase activity assay

Laccase activity was estimated using pyrogallol as substrate (Allison 
and Jastrow 2006). One gram (1 g) crude oil contaminated soil was 
weighed into a 250 mL conical flask and 50 mL acetate buffer (50 mM,  
pH 5) was added. The flask was incubated at room temperature for 1 h 
with vigorous shaking every 20 min. Thereafter the volume of the buffer 
was increased to 125 mL and the flask shaken vigorously. An aliquot of the 
soil suspension (10 mL) was centrifuged at 4000 rpm for 10 min to obtain 
the supernatant used for the enzyme assay. The test experiment contained  
2 mL of the supernatant (soil suspension) and l mL substrate (25 mM). 
This was incubated in the dark at room temperature for 1 h. A sample 
control containing 2 mL supernatant and 1 mL buffer and also substrate 
control containing 1 mL substrate and 2 mL buffer were treated as the test 
experiment. The absorbance was measured at 460 nm using a spectropho-
tometer. Buffer solution was used as blank. Laccase activity was calcu-
lated using Eq. (1).

        Laccase activity [µmol/h/g] = 

where:
A	 –  net absorbance [test – sample control – substrate control]
V1	 –  volume of buffer used [mL]
E	 –  molar extinction coefficient for pyrogallol –  4.2 per µmol
V2	 –  volume of soil suspension [mL]
T	 –  substrate incubation time [h]
W	 –  mass of soil sample [g]

𝐴𝐴 ∙  V1
𝐸𝐸 ∙  V2 ∙  𝑇𝑇 ∙ 𝑊𝑊 



Optimization of Laccase Activity Measurement in a Crude Oil Polluted Soil 151

Effect of buffer incubation volume on laccase activity

One gram (1 g) contaminated soil sample  was weighed into five differ-
ent 250 mL conical flasks and 25, 50, 75, 100 and 125 mL of 50 mM acetate 
buffer pH 5 was added to each flask respectively. The flasks were incu-
bated at room temperature for 1 h with vigorous shaking every 20 min. 
Thereafter the volume of the buffer in each flask was increased to 125 mL 
by the addition of 100, 75, 50, 25 and 0 mL of 50 mM acetate buffer pH 5 
respectively. Laccase activity was then determined after centrifugation of 
the soil suspension as already described above.

Effect of substrate incubation time on lacccase activity

One gram (1 g) contaminated soil sample  was weighed into 250 mL 
conical flasks and 50 mL of 50 mM acetate buffer (pH 5) was added. The 
flask was incubated at room temperature for 1 h with vigorous shaking 
every 20 min. Thereafter the volume of the buffer was increased to 125 mL 
by the addition of 75 mL of 50 mM acetate buffer (pH 5). Aliquot (10 mL) 
of the soil suspension was centrifuged at 4000 rpm for 10 minutes. The 
supernatant was used for laccase activity assay as already described using 
different substrate incubation duration of 30, 60, 90, 120 and 150 min 
respectively.

Effect of substrate concentration on laccase activity

One gram (1 g) contaminated soil sample  was weighed into 250 mL 
conical flasks and 50 mL of 50 mM acetate buffer (pH 5) was added. The 
flask was incubated at room temperature for 1 h with vigorous shaking 
every 20 min. Thereafter the volume of the buffer was increased to 125 mL 
by the addition of 75 mL of 50 mM acetate buffer (pH 5). An aliquot  
(10 mL) of the soil suspension was centrifuged at 4000 rpm for 10 minutes. 
The supernatant was used for laccase activity assay as already described 
using different substrate concentrations of 1, 5, 10, 15 and 25 mM respec-
tively.

Data analysis and presentation

All experiments were performed in triplicates. The values were pre-
sented as means ± standard error (SE).
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Results and Discusion

Laccase catalyse the oxidation of pyrogallol (a phenolic substrate) to 
quinone. This is autooxidised to dark brown pigment whose absorbance 
was measured with a spectrophotometer at 460 nm. The colour intensity is 
proportional to the enzyme activity.  Experimental conditions including 
soil incubation buffer volume, substrate incubation duration and substrate 
concentration in the enzyme activity assay were studied. The result 
obtained for the effect of soil incubation buffer volume is presented in Fig-
ure 1. The optimum buffer incubation volume was 50 mL with laccase 
activity of 2.16 µmol/h/g. Microbial oxidative enzymes in soil are usually 
measured in extracts using appropriate buffer (Baldrian 2009). The buf-
fer controls pH and dilute sample (German et al. 2011). Acetate buffer  
(50 mM) used in this study is reported in literature to support high recov-
ery of lignolytic enzymes from the soil (Baldrian 2009).  The use of high 
buffer volume before sample incubation in the substrate is to reduce the 
possibility of interference from organic matter present in the soil (Baldrian 
2009). Allison and Jastrow (2006), Bach et al. (2013) and Saiya-Cork  
et al. (2002) all reported use of 125 mL acetate buffer (50 mM, pH 5) in 
assay for laccase in forest soil.

In the determination of the effect of substrate incubation duration, the 
various enzyme activities obtained in the study were linear up to 60 min 
incubation (Figure 2). This time was therefore taken as the optimum incu-
bation duration. Since soil enzyme activity is usually calculated as a rate 
with assumption of zero order kinetics (German et al. 2011), it is import-
ant to use substrate incubation duration that will produce linear response 
with time (Saiya-Cork et al. 2002). Allison and Jastrow (2006) used 

Fig. 1. Effect of buffer incubation volume on laccase activity in crude oil contaminated soil
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incubation time of 1 h to improve detection limit; this is in agreement with 
the optimum substrate incubation time obtained in this study. In contrast, 
Bach et al. (2013) reported that reaction rates for pyrogallol remained 
linear over 3–4 h, they however noted that longer incubation times yielded 
inconsistent results.

In this study, the enzyme activity was assayed by monitoring the rate 
of oxidation of the model substrate pyrogallol over a range of concentra-
tions. Substrate concentration is an important consideration in soil enzyme 
assays (Baldrian 2009, Sinsabaugh 2010).

Assays for oxidases that may not follow Michaelis-Menten kinetics 
may require excess concentration of substrate in the reaction system to 
allow the enzymatic reaction to proceed at a maximal rate (Baldrian 
2009). This explains the substrate concentration (25 mM) used in this 
study. However, the results obtained revealed that the optimum substrate 

Fig. 2. Effect of substrate incubation time on laccase activity in a crude oil contaminated soil

Fig. 3. Effect of substrate concentration on laccase activity in a crude oil contaminated soil
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concentration for maximum enzyme activity during this study was 5 mM 
(Figure 3). This result is in agreement with the 5 mM Pyrogallol reported 
by Bach et al. (2013).

Conclusion

Laccase activity was measured in a crude oil contaminated soil using 
pyrogallol as a model substrate. Experimental conditions including incuba-
tion buffer volume, substrate incubation duration and substrate concentra-
tion were optimized. The use of these optimum values of the various param-
eters studied in laccase assay will ensure optimal assay conditions for effi-
cient evaluation of laccase activity in the soil. This will provide a very useful 
indication of microbial metabolic activities and the viability of the microor-
ganism during the process of bioremediation of crude oil polluted soil.
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A b s t r a c t

A toluene-degrading bacterium with high tolerance of toluene was isolated from oil-
contaminated soils. DNA sequencing and homologous analysis identified it as Bacillus cereus sp. 
Toluene degradation was optimized in respect to pH, temperature and toluene concentration 
using response surface methodology with central composite design. At optimal pH (6.7), 
temperature (33◦C) and toluene concentration (825 mg/L) predicted degradation was 65.5%. 
Carbon nanotubes were used to immobilize the Bacillus; immobilized cells degraded toluene by 
87.5% tolerated a higher toluene levels and protected the bacteria against changes in tempe-
rature and pH. These results indicate that immobilized Bacillus cereus strain ATHH39 possesses 
a good application potential in the treatment of toluene-containing soils.

Introduction

Monoaromatic hydrocarbons (BTEX) are a group of hazardous pollut-
ants which originate from sources such as drilling, storage, transport, 
refineries, gas, and oil extraction fields, petrochemicals and paint and glue 
industries (Seifi et al. 2011). This oily waste poses a crucial environmen-
Address: Fatemeh Heydarnezhad, Guilan Agricultural and Natural Resources Research and Edu-
cation Center, Rasht, Iran, phone: +989112389488, e-mail: fatemehheydarnezhad@yahoo.com
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tal pollutant and creates the problem of ground water contamination due 
to improper disposal/discharge on nearby lands of refineries (Hu et al. 
2013). They exert harmful and toxic effect on the environment and have 
been classified as hazardous chemicals due to carcinogenic and mutagenic 
nature. Degradation of such compounds is on top priority work, needs 
safer, and environmentally friendly treatment method. During the last 
decade, much research has been carried out on treatment technology for 
oily sludge management, which includes land farming, incineration, solid-
ification/stabilization, solvent extraction, ultrasonic treatment, pyrolysis, 
photocatalysis, chemical treatment, and biodegradation (Hu et al. 2013). 
But no single method is capable of removing/degrading total components 
of oily sludge. One of the most effective of these methods is adsorption 
because processes based on this concept are simple, highly efficient, and 
easy to operate; therefore, adsorption processes are widely used (Jia et al. 
2013, Liu et al. 2013). Various adsorbents have been developed for the 
removal of organic pollutants from water (Atul et al. 2013). Recently, 
a great deal of attention has been focused on the application of nano-struc-
tured materials as adsorbents to remove toxic and harmful organic sub-
stances from wastewater (Aditya et al. 2011, Mohmood et al. 2013). Car-
bon nanotubes (CNTs), are one of the most widely studied carbon nanoma-
terials and can serve as excellent adsorbents (Latorre et al. 2012) because 
of their hollow and layered structure and large specific surface area, which 
is why CNTs are the most commonly used nano-materials for adsorbing 
toxic material (Sui et al. 2012b, Sweetman et al. 2012). The use of immo-
bilized cells or microorganisms in reactors offers many advantages over 
suspended cell systems, such as easier separation, greater operational 
flexibility, and higher cell density, resulting in higher rates of biodegrada-
tion per reactor unit volume (Parameswarappa et al. 2008). It has also 
been reported that immobilized cells are protected from harsh environ-
mental conditions, becoming more tolerant to high concentrations of toxic 
compounds (Chen et al. 2007). In this sense, there is a continuous search 
for more efficient, easier to handle, and lower cost supports. However, the 
degradation efficiency is decided by the environment, key factors like con-
taminant concentration, bioavailability, and catabolic strength of micro-
flora, nutrient requirement, moisture level and geographical situations. 
Therefore, it is essential to study the simultaneous effects of different 
environmental conditions. Response surface methodology (RSM) is a col-
lection of mathematical and statistical techniques useful for the modeling 
and problem analysis in which a response of interest is influenced by sev-
eral variables and the objective is to optimize the response (Myers et al. 
2016). The central composite design (CCD) is the standard RSM and allows 
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estimating the second-degree polynomial of the relationships between the 
independent variables and the dependent variable and gives information 
about the interaction between variables in relation to the dependent vari-
able (Zhao et al. 2017).

In this study, a bacterial strain that can degrade elevated concentra-
tion of toluene, Bacillus cereus strain ATHH39, was isolated and charac-
terized. Moreover, multi-walled carbon nanotubes (MWCNTs) used to 
immobilize the strain ATHH39. Factors affecting a toluene degradation 
process and operational and store stability of immobilized cells investi-
gated.

Materials and Methods

Medium and culture conditions

The toluene-degrading Bacillus cereus strain ATHH39 used in this 
study isolated by enrichment for growth on toluene as the sole carbon 
source from the oil contaminated soils of Caspian Sea (Bandar-Anzali Gui-
lan, Iran). This strain was grown aerobically at 30◦C mineral salt medium 
(MSM) containing (per liter) 4 g NaNO3, 1.5 g KH2PO4, 0.5 g Na2HPO4, 
0.2 g MgSO4, 7H2O, 0.0011 g FeSO4, H2O, 0.01 g CaCl2 (Merck, Darm-
stadt, Germany) (Zhang al. 2013). The medium was adjusted to pH 7.0 
and autoclaved to sterilize at 121◦C for 15 min. Bacterial isolate was grown 
24 h at 30oC, 150 rpm, in MSM broth supplemented with 1% (v/v) toluene 
(99.5% purity; Merck, Darmstadt, Germany) as the sole carbon and energy 
sources. Cells were harvested by centrifugation (10,000 × g for 10 min), 
washed twice in sterile MSM broth and resuspended in one-tenth volume 
of medium. Bacterial suspension with the density equal to 0.5 McFarland 
used as inoculum to predict the optimal medium composition for toluene 
degradation. The growth rate of the isolate was determined turbidometri-
cally at 600 nm (Malatova 2005). The toluene degradation done by dis-
solving residual toluene of the medium in 3 ml n-hexane and reading the 
optical density against a blank at 200–400 nm wavelengths (Wang et al. 
2008). All the experiments were carried out independently and the results 
were the average of three replicate experiments.

Identification of strain ATHH39 by 16S rDNA sequence

16S rDNA was amplified with the primers 27F-AGAGTTTGATCMTG-
GCTCAG and 1492R- GGTTACCTTGTTACGACTT. PCR reaction was 
done as originally described by Madueno et al. (2011). 16S rDNA sequenced 
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by the Iranian Biological Resource Center. The final sequence of 1500 bp 
submitted to the GeneBank under accession number KX344721. The 
sequence submitted to a BLAST search of the NCBI GeneBank database 
to identify the organism.

Optimization of the degradation process

Optimization of Bacillus cereus ATHH39 growth and toluene degrada-
tion carried out in MSM medium. RSM was employed to optimize pH (X1), 
temperature [oC] (X2), and toluene concentration [mg/L] (X3). RSM with  
a three-factor, three-level CCD design used to optimize the response,  
Y (toluene degradation) of three variables:

Where b0, bi, bii and bij are intercept, linear, quadratic and cross prod-
uct regression terms, respectively. Xi and Xj are coded independent vari-
ables, linearly related to X1, X2, and X3. The actual factor level correspond-
ing to the coded factor levels are shown in Table 1. The ranges of factor 
levels for the experimental design selected based on the original medium.

Table 1
 Levels and codes of variables for central composite design

Variables
Level code

-1.68 -1 0 1 +1.68
X1 5.32 6 7 8 8.68
X2 21.59 25 30 35 38.41
X3 195.46 400 700 1000 1204.54

The optimal culture conditions for maximum toluene degradation esti-
mated by statistical analysis using the Design Expert Software (version 
7.1). The coefficients in the second-order polynomial (Eq. 1) calculated by 
multiple regression analysis on the experimentally obtained data.

Y=β0+∑βiXi
3

i=1
+∑βiiXi2

3

i=1
+∑∑βijXiXj

3

j=1

2

i=1

 

Explanation: X1 – pH; X2 – temperature [oC]; X3 – toluene concentration [mg/L]

(1)
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Bacterial immobilization

MWCNTs with 5–10 nm inner and 20–30 nm outer diameter, surface 
area of  > 110 m2/g and purity above 98% were purchased from US Research 
Nanomaterials. The amount of 1 g of MWCNTs treated with 60 mL of a 3:1 
mixture of nitric (15.6 mol/L) to sulfuric (14.8 M) acid and were dispersed 
using probe sonicator for 3 h (Zhang et al. 2011, Petersen et al. 2010).

To prepare a stable stock solution, MWCNTs dispersed in deionized 
water by ultrasonication (200 W, Cole-Parmer CV33) for 30 min, and then 
the mixture left at room temperature. Then the solution was filtered 
through a 0.45 µm membrane filter and then washed with deionized water 
until the neutral pH. The treated MWCNTs dried for 12 h at 60◦C and 
stored for further use (Pan et al. 2007).

10 µl of freshly adapted bacteria with the density equal to 0.5 McFar-
land were transferred in to 10-ml of MSM containing 100 µl of 0.05 g/L 
treated MWCNT and incubated at different cultural conditions. The quan-
tities of toluene in liquid medium degraded by free and immobilized bacte-
ria estimated by measuring the absorbance of the culture solution at  
200–400 nm.

Free and Immobilized Bacillus cereus ATHH39 were analysed using 
Scanning Electron Microscopy (SEM). For SEM analysis, Free and Immo-
bilized strain were rinsed three times with sterile distilled water. 

Results and Discussion

Isolation and characterization of Bacillus cereus strain ATHH39

By enrichment culture, the strain ATHH39 was selected for detailed 
studies because of its high toluene-degrading rate and capable of growth 
on toluene as the sole carbon and energy source. Microorganisms, in addi-
tion to being able to metabolize pollutants, are used as an analytical tech-
nology to accelerate the decomposition of soils and contaminated sedi-
ments. This strain tested for their ability to utilize toluene at concentra-
tions from 100 mg/L to 1200 mg/L and was capable of removing 100 mg 
toluene per liter in the liquid MSM by 47% in 24 h (Figure 1) and metabo-
lizing toluene up to 59% in 48 h. By PCR amplification, a 1500-bp 16S 
rDNA gene fragment of strain ATHH39 obtained and submitted for 
sequencing. The blast search of this sequence indicated that ATHH39 
matched at 99.9% to Bacillus cereus SATCC 14579 (T). Thus, ATHH39 
was identified to be a Bacillus cereus sp. 
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RSM model development
Instead of optimizing medium composition by a one factor at a time 

approach, the statistical RSM design provides the opportunity to deter-
mine the optimal conditions, in any given parameters by establishing the 
relationship between factors and predicted responses. The RSM design 
was applied to obtain the precise factor values which results in the higher 
toluene degradation. The results are summarized in Table 2.

Table 2 
RSM design for the three factors and their experimental results

Fig. 1. Toluene-degrading and growth curves of strain ATHH39

Run order
Factors Toluene degradation [%]

X1 X2 X3 experimental predicted

1 7 30 195.46 47.44 47.02

2 6 25 400 46.32 47.47

3 8 25 400 53.06 52.29

4 6 35 400 56.63 57.25

5 8 35 400 53.24 54.26

6 7 21.59 700 54.57 54.17

7 5.32 30 700 59.90 57.83

8 7 30 700 65.46 64.80

9 7 30 700 65.53 64.80

10 7 30 700 65.54 64.80

11 7 30 700 65.33 64.80

12 7 30 700 63.22 64.80

13 7 30 700 63.31 64.80

14 8.68 30 700 64.10 63.86

15 7 38.41 700 63.44 61.53
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Toluene degradation

By applying multiple regression analysis on the experimentally deter-
mined data in Eq. (1), the regression coefficients were estimated and the 
following second-order polynomial equations was obtained using Design 
Expert software for optimum toluene degradation:

Y = 64.80 + 1.79X1 + 2.19X2 + 4.54X3 - 1.40X1
2 - 2.46X2

2 - 3.59X3
2 - 1.95X1X2

                                    + 1.34X1X3 - 0.75X2X3	 (2)

The predicted optimum levels of X1, X2, and X3 were obtained by apply-
ing regression analysis of Eq. (2), using Design Expert software, and they 
were 6.72 of pH, 33.16oC of temperature and 824.15 mg/L of toluene concen-
tration, respectively. The predicted value of toluene degradation was 65.85%. 
The coefficient of determination (R2) value of the regression for the response 
related to significant effects on the model was 0.9601, which means that 
the sample variation of 96.01% of biomass production was attributable  
to the factors. The adequacy of the full quadratic model of toluene degra-
dation also evaluated by ANOVA. Model summary statistics in Table 3 
indicated the adequacy of the models including linear, 2-factor interac-
tions, and quadratic terms. Linear and interaction models were significant 
at the 1% level.

Source Sum of squares DF Mean square F-Value Prob. > F
Model 699.84 9 77.76 26.75 < 0.0001***

X1 43.86 1 43.86 15.09 0.0030**

X2 65.43 1 65.43 22.51 < 0.0008***

X3 280.93 1 280.93 96.65 < 0.0001***

X1
2 28.13 1 28.13 9.68 < 0.0110***

16 6 25 1000 54.77 55.37

17 8 25 1000 64.53 65.53
18 6 35 1000 59.75 62.15
19 8 35 1000 64.03 64.51
20 7 30 1204.54 64.16 62.27

Table 3
Analysis of variance for response surface quadratic model obtained  

from experimental design

Explanation: X1 – pH; X2 – temperature [oC]; X3 – toluene concentration (mg/L)

cont. Table 2



Fatemeh Heydarnezhad et al.164

X2
2 86.88 1 86.88 29.89 < 0.0003***

X3
2 185.61 1 185.61 63.85 < 0.0001***

X1X2 30.48 1 30.48 10.49 < 0.0089***

X1X3 14.27 1 14.27 4.91 < 0.0511ns

X2X3 4.50 1 4.50 1.55 < 0.2419ns

Residual 29.07 10 2.91 – –
Lack of fit 22.57 5 4.51 3.48 0.0989ns

Pure error 6.49 5 1.30 – –
Cor total 728.90 19 – – –

Std. dev. = 1.70
Mean = 59.72

C.V.= 2.86
PRESS = 184.41

R-squared = 0.9601
Adj. R-squared = 0.9242

Pred. R-squared = 0.7470
Adeq. precision = 15.356

SEM observations analysis

Free Bacillus cereus ATHH39 and Immobilized Bacillus cereus 
ATHH39 adhesion on the surface of MWCNTs in the presence of 100 mg/L 
toluene were observed using SEM (Figure 2). Figure 2(b) demonstrate 
that bacteria cells are trapped among the MWCNTs arrays bundles. It 
can be due to the interactions of bacteria cells with the external surfaces 
of MWCNTs arrays. Also, Figure 2 indicates that there are no major 
changes in the morphology of the bacteria cells after incubating with 
MWCNTs arrays. These SEM images reveal that MWCNTs clusters only 
capture the bacteria cells due to sieve mechanisms without any damage of 
the cell wall. 

Fig. 2. Scanning electron microscopy image of (a) Bacillus cereus ATHH39, (b) immobilized  
Bacillus cereus ATHH39 by MWCNTs

Explanation:  X1 – pH; X2 – temperature [°C]; X3 – toluene concentration [mg/L] *values of “pro-
bability > F-Value” less than 0.05 indicates model terms are significant

cont. Table 3
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No changes in the structures of the carbon nanotubes after bacterial 
immobilizing, which is the benefits of the method has been observed in 
other studies (Kolangikhah et al. 2010). This observation differs from 
other studies (Kang et al. 2008a, Kang et al. 2008b). Using non-array 
CNTs have shown that CNTs rupture cell wall-membrane due to toxicity 
mechanisms such as oxidative stress (Nel et al. 2006) and physical dam-
age (Kang et al. 2008a, Kang et al. 2008b) while this observation has not 
been observed here.

Effect of pH, temperature and toluene concentration

Cell immobilization has been used for biodegradation of several toxic 
chemicals. Immobilization facilitates the separation and retrieval of cells 
and leads to reuse and cost reductions (Bayoumi 2009). MWCNTs used to 
immobilize Bacillus cereus strain ATHH39. Factors affecting toluene degra-
dation of immobilized cells, such as pH, temperature and toluene concentra-
tion investigated. Díaz  et al. (2002) reported that the immobilization of 
bacterial cells in comparison with free-living cells increased the rate of bio-
degradation of crude oil in a wider range of salinity. The pH optimum exper-
iments for toluene degradation by free and immobilized cells performed at 
30oC with toluene concentration of 700 mg/L and the results are shown in 
Figure 3. The optimal pH was 7 for free and immobilized cells, the degrada-
tion rates were 65.5% to 95.2% for free and immobilized cells, respectively. 

The immobilized cells have higher degradation rate constant and wider 
pH range than that of free cells. The changes of the toluene degradation of 
free cells were not as sharp as the immobilized cells. When pH was at 
about 7, toluene-degrading of free cells was completely inhibited. However, 
immobilized cells still maintained an acceptable degradation rate at the 
same pH. When pH increase or decrease the degradation rate of the immo-
bilized and free cells were lower. To confirm that immobilized cells can also 

Fig. 3. Effect of pH on toluene degradation of free and immobilized cells
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tolerate a wider temperature change, toluene degradation experiments 
performed at a temperature range from 20 to 40oC at pH 7 with toluene 
concentration of 700 mg/L. Figure 4 shows the effect of temperature on 
toluene degradation of free and immobilized cells. The optimal tempera-
ture was (30oC) and (35oC) for free and immobilized cells, the degradation 
rates were 65.5% to 95.1% for free and immobilized cells, respectively. 

In the range of 30 to 40oC, the immobilized cells showed a higher value of 
degradation rate than free cells. Especially when the temperature reached 
35oC, with the increase of the temperature, the curve of free cells declined 
slowly, but the curve of immobilized cells fell sharply. Figure 5 shows the 
effect of toluene concentration on toluene degradation of free and immo-
bilized cells. The optimal toluene concentration was (700 mg/L) for free 
and immobilized cells, the degradation rates were 65.5% to 87.5% for free 
and immobilized cells, respectively. The immobilized cells have higher 
degradation rate constant. Especially when the toluene concentration 
reached 700 mg/L, with the increase of the toluene concentration, the 
curve of free cells and immobilized cells declined slowly.

Fig. 4. Effect of temperature on degradation of free and immobilized cells

Fig. 5. Effect of initial toluene concentration on toluene degradation of free  
and immobilized cells
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Conclusion

The results of this study showed the efficiency of 65.5% of toluene 
adsorption by free cells and the efficiency of 87.5% of toluene adsorption, 
by carbon nanotubes coated with Bacillus cereus. This is due to increase in 
biodegradation rate and active sites available for toluene adsorption 
through exopolysaccharides secreted from bacteria. The use of bacteria in 
the form of biofilm coating can play an effective and meaningful role in 
improving the absorption of toluene by carbon nanotubes.

Accepted for print 8.03.2021
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A b s t r a c t

The physicochemical properties of the essential oil (EO) extracted from the fruit of Litsea 
cubeba Pers. were determined, such as pH (5.33±0.15), acid value (8.92±1.02 mg KOH/g EO), 
saponification value (20.99±2.83 mg KOH/g EO), relative density (0.8836±0.0031), absolute 
density (0.8820±0.0023 g/mL), and freezing point (-12.67±0.58ºC). The antioxidant capacity was 
quite low: IC50 was not found in this study. In addition, some chemical components were 
identified using gas chromatography-mass spectrometry (GC/MS) method with some major 
compounds such as 4-methyl-1,5-heptadiene (26.02%), 1-methoxy-2-butyne (20.05%), and 
cyclobutane, 1,3-diisopropenyl-, trans (18.06%). The EO was tested for its antibacterial activities 
against gram-positive (Staphylococcus aureus – ATCC 25923, Bacillus subtilis – ATCC 11774), 
and gram-negative (Escherichia coli – ATCC 25922), Salmonella Enteritidis – ATCC 13076) 
bacteria. The results showed the highest activity against B. subtilis and the lowest activity 
against both S. Enteritidis and S. aureus.

Introduction

Litsea cubeba Pers. is a shrub or small deciduous tree, distributed 
widely in Asian regions including China, Nepal, northeastern India, Indo-
nesia, Laos, Myanmar, Thailand, and Vietnam (Saikia et al. 2013) with 
berry-like spherical fruit. The leaves are staggered, the lanceolate leaflets 
are 10 cm long, 1.5–2.5 cm wide, thick, the face is green, the gray under-
side turns black, the edges are intact, and the stems of leaf and veins are 
clear. In Vietnam, the local citizens exploit the essential oil (EO) from the 
fruit and leaves of this plant. However, EOs from the leaf are lower in 
Address: Le Pham Tan Quoc, Industrial University of Ho Chi Minh City, Ho Chi Minh City,  
Vietnam, e-mail: lephamtanquoc@iuh.edu.vn
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quality. Yield of EO from the fruit is 3–5% and contains about 60–75% citral 
(a mixture of geranial and neral). This component is used for soft drinks 
and fragrances (Sell 2010).

In addition, L. cubeba has been used in traditional Chinese medicine 
for many centuries. The roots, stems, leaves, and fruits of this plant have 
been used to treat diseases such as fatigue, headache, muscle aches, and 
depression. The extract of bark from this tree contains some antioxidants 
(Hwang et al. 2005) with anti-inflammatory properties (Choi and Hwang 
2004). The EO from L. cubeba also has antifungal and antibacterial activ-
ity similar to the EOs from other plants (Wang and Liu 2010). Alkaloids, 
litseacubebic acid, and monoterpene lactones isolated from L. cubeba have 
good antibiotic activity against many bacterial pathogens (Feng et al. 
2009). Besides, Taylor et al. (2013) pointed out that the EO from the 
leaves and fruits of L. cubeba harvested in northeast India is able to resist 
Staphylococcus aureus, Listeria monocytogenes, Escherichia coli, and 
Aspergillus niger. In fact, this EO has many applications in food, medicine, 
and the cosmetic industry, according to Jiang et al. (2009), L. cubeba EO 
is used as a food additive. It has also been used as a raw material for the 
manufacture of vitamin A, E, K, ionine, methylionone, and perfumes.  

Currently, this plant is widely cultivated in North Vietnam for the 
extraction of EO. The quality of the EO depends on climate, season, soil, 
and extraction methods. Although there are many reports on the chemical 
components of L. cubeba EO, until now there are no reports on the chemi-
cal components and physicochemical properties of this EO in Vietnam. 
Hence, the main aim of this study was to clarify some of the issues men-
tioned above and, in addition, to evaluate its antibacterial activity and 
antioxidant capacity, and give an overview on the general quality of  
L. cubeba EO.

Materials and Methods

Plant material and EO extraction

Fresh fruit of L. cubeba was collected and harvested from Hanoi prov-
ince (Vietnam). The fresh fruit was distilled by Clevenger-type apparatus. 
The total mass of sample (fruits), in round-bottom flasks, was about 100 g 
per extraction time. Firstly, the fruit was completely soaked in water and 
heated to boiling (fruit/water ratio of 1/10, w/v). Then, the EO was evapo-
rated together with water vapor and finally collected after decantation. 
The yield of EO obtained was approximately 3% (v/w). The resulting EO 
was stored at 4oC until analysis.
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Bacteria strains

Antibacterial activity was determined against two gram-positive bac-
teria such as B. subtilis (ATCC 11774), S. aureus (ATCC 25923), and two 
gram-negative bacteria such as S. Enteritidis (ATCC 13076), E. coli (ATCC 
25922). All bacteria strains were purchased from Microbiologics  (USA).

Determination of the relative and absolute density

The relative density was evaluated by the ratio between the mass of  
a given volume of EO at 20oC to the mass of an equal volume of distilled 
water at 20oC, while the absolute density was determined by ratio of the 
mass of a given volume of the EO at 20oC to the same volume (Essential 
oils…  ISO 279:1998). 

Determination of the freezing temperature

According to Essential oils… ISO 1041:1973, 5 mL of EO was added to 
the test-tube. Then, the test-tube was put into the freezing container. The 
temperature in the freezing container was decreased slowly until the EO 
appeared to crystallize and the freezing temperature recorded. 

Determination of acid value (AV)

The acid value was determined by the titration method. The EO (1 g) 
was dissolved in 5 mL of 96 % ethanol and about three drops of 1% phe-
nolphthalein solution. The mixture was titrated with 0.1 N KOH until the 
solution turned pink.

 
Determination of saponification value (SV)

The EO (1.5 g) was put into a glass flask (250 mL) and 25 mL of 0.5 M 
ethanolic KOH added. The mixture was heated for 1 h under reflux and 
then 25 mL of deionized water and five drops of 1% phenolphthalein solu-
tion added. The solution was titrated with 0.5 M HCl until the solution 
turned colorless. 

AV=
VKOH ∙ 0.1 ∙ 56.1

mass of essential oil 

SV=
(Vblank – Vsample) ∙ 56.1 ∙ 0.5

mass of essential oil  
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Determination of antioxidant activity

Determination of the antioxidant activity of the EO to scavenge DPPH 
free radicals was as described by Kirby and Schmidt (1997) with some 
small modifications. The EO was dissolved in ethanol to achieve the vari-
ous concentrations (1, 2, 4, 8, 16, 32, and 64 mg/mL). Then, 50 µL of the 
solution was mixed with 1950 µL of an ethanolic solution of DPPH  
(6 ∙ 10-5 M). The solution was kept in the dark for 30 min at room tempe-
rature (Ouis and Hariri 2018). Antioxidant activity was recorded by 
monitoring the decrease in absorbance at 517 nm against a control consis-
ting of DPPH in ethanolic solution (6 ∙ 10-5 M) and the antioxidant activity 
was described using the following expression:

       
Determination of antibacterial activity

Antibacterial activity was determined by the paper disk diffusion 
method for antibiotic susceptibility testing (Bauer et al. 1966) with some 
slight modifications. At first, 100 µL of bacterial suspension (0.5 McFar-
land standard, approximately 1.5 ∙ 108 cfu/mL) was spread on MHA 
medium (Mueller-Hinton agar) by a sterile hockey stick. Then, the sterile 
paper disks of 6 mm diameter were impregnated with the selected EO  
(10 µL), while gentamicin (10 µg/disk) were used as positive controls to 
compare the antibacterial activity of the EO, and 20% dimethylsulfoxide 
(DMSO) solution (10 µL/disk) was used as negative control. These dishes 
were incubated for 24 h at 37ºC and the diameter of the inhibition zones 
were expressed in mm including the disk diameter of 6 mm.

Analysis of EO by GC–MS

A volume of 1 μl of EO was injected into a gas chromatograph (Agilent 
HP 6890 N, USA) equipped with a quadrupole mass analyzer (Agilent  
HP 5972, USA) in the electron impact ionization (EI) mode (70 eV), split/
splitless injector. A capillary column (HP-5 ms, 30 m × 0.25 mm × 0.25 μm, 
Agilent Technologies, USA) was used with helium as a carrier gas at 
a constant flow of 1 mL/min. Temperatures: injector = 280ºC, column  
= 60ºC (5 min), then 15ºC/min to 300ºC (5 min).

% inhibition=
absorbance of control – absorbance of sample

absorbance of control  ∙ 100 
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Data analysis

Experimental results were analyzed by one-way analysis of variance 
(ANOVA), and significant differences among the means from triplicate 
analyses at (p < 0.05) were determined by Fisher’s least significant differ-
ence (LSD) procedure using Statgraphics software (Centurion XV).  
The values obtained were expressed in the form of a mean±standard devi-
ation (SD).

Results and Discussion

Determination of physicochemical properties of EO

Table 1 shows that the magnitude of the pH of L. cubeba fruit EO was 
recorded in the acidic range (pH = 5.33). This result is in agreement with 
the EO of Ceratonia siliqua seeds (pH = 5.2) and higher than EO of  
C. siliqua pulp (pH = 4.3) (Ouis and Hariri 2018). This can be explained 
by the pH value depending on the various main components of the EO.  

Table 1
 Physicochemical properties of L. cubeba EO

Physicochemical properties Value
pH
Relative density
Absolute density [g/mL]
Freezing point [ºC]
Acid value [mg KOH/g EO]
Saponification value [mg KOH/g EO]

5.33±0.15
0.8836±0.0031
0.8820±0.0023
–12.67±0.58
8.92±1.02
20.99±2.83

The absolute density of L. cubeba fruit EO is also higher than that of 
coriander EO (0.8737 g/mL) (Porter and Lammerink 1994), C. siliqua 
pulp EO (0.833 g/mL), and lower than that of C. siliqua seeds EO (0.910 g/
mL) (Ouis and Hariri 2018). The different temperatures and the compo-
nents of initial material caused the differences in the relative and absolute 
density. Porter and Lammerink (1994) believed that the absolute density 
of all EOs decreased as temperatures increased, whereas Pornpunyapat 
et al. (2011) noticed that an increase in the distilling temperatures can 
lead to an increase in the relative density for EO of Aquilaria crassna 
wood. The freezing point of the L. cubeba fruit EO is higher than that of 
the cocoa beans EO (–16ºC) (Bainbridge and Davies 1912) and lower than 
that of Eucalyptus camaldulensis leaves EO (0ºC) (Abdul-Majeed et al. 
2013). In fact, all EOs have a freezing point; some EOs need quite low tem-
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peratures to freeze, some EOs will freeze in a refrigerator and others can 
even be solid or crystalline at room temperature. This strongly depends on 
the main component of the EO.

The acid and saponification values of L. cubeba fruit EO are 8.92 mg 
KOH/g EO and 20.99 mg KOH/g EO, respectively. The acid value of this 
study is higher than that of the EO of C. siliqua seeds EO (2.2 mg KOH/g 
EO), and lower than that of Plectranthus amboinicus Lour. leaves (10.35 mg 
KOH/g EO), while the saponification value is lower than that of P. amboi-
nicus Lour. leaves EO (54.72 mg KOH/g EO) and C. siliqua seeds EO  
(37.2 mg KOH/g EO) (Thuyen et al. 2012; Ouis and Hariri 2018). The acid 
value depends on the extraction method and the freshness of the initial 
material and increases with increasing time preservation because EOs are 
oxidized and the esters are hydrolyzed to release the free acid. 

Determination of antioxidant activity of EO

The appearance of yellow color due to bleaching the purple color of the 
DPPH attested to the positive antioxidant activity of EO. The percentage 
inhibition increased with increasing concentration from 1 to 64 mg/mL. 
Figure 1 shows the percentage inhibition of the EO, but the IC50 values 
could not be determined in this study because the antioxidant activity of 
L. cubeba fruit EO is quite low (< 30%). The antioxidant activity of diffe-
rent EOs depends directly on the concentrations used. However, it is lower 
than that of studies from the different materials; for instance, the EOs of 
Piper betle L. (IC50 = 3.6 µg/mL) (Prakash et al. 2010) or of C. siliqua pulp 
and seeds (IC50 = 7.8 and 31.25 µg/mL, respectively) (Ouis and Hariri 

Fig. 1. Radical scavenging activity of L. cubeba fruit EO
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2018). Compared with the similar material, L. cubeba fruit EO collected 
from Nepal and China possessed the high antioxidant activity (IC50=1629 
and 850 µg/mL, respectively) (Bajracharya and  Pratigya 2019; Bi et al. 
2017). This finding revealed that the antioxidant activity of the EO was 
affected by the initial material, production region, and chemical composi-
tions.

Determination of the chemical compositions of EO

GC–MS analysis of the L. cubeba fruit EO revealed 17 different com-
ponents, which made up approximately 100% of the EO (Table 2). The 
major components included 4-methyl-1,5-heptadiene (26.02%); 1-met-
hoxy-2-butyne (20.05%); cyclobutane, 1,3-diisopropenyl-, trans (18.06%); 
2,7-dimethyl-2,6-octadien-1-ol (9.98%); cyclobutanone, 2-methyl-2-oxiranyl 
(7.11%) and 2-methyl-6-methylene-2-octene (5.76%). Some components 
belonged to the terpene group and its derivatives such as 2-methyl-6-met-
hylene-2-octene; 2,7-dimethyl-2,6-octadien-1-ol, and α-terpineol, which 
made up a significant proportion of the EO and other small groups (Table 
2). These bioactive compounds have an important role in the antibacterial 
and antioxidant activity of the EO.

Table 2
 Chemical composition of L. cubeba fruit EO

Compound Rt. [min.] [%]
4-Methyl-1,5-heptadiene
1-Methoxy-2-butyne
Cyclobutane, 1,3-diisopropenyl-, trans
2,7-Dimethyl-2,6-octadien-1-ol
Cyclobutanone, 2-methyl-2-oxiranyl
2-Methyl-6-methylene-2-octene
5-Methoxy-1-pentene
2-Propenamide
2-Heptyne
α-terpineol
Butanedinitrile
2,5-Dimethyl-2-hexanol
6-Methylene bicyclo [3.1.0] hexane
2-Furanmethanamine
Methyl isocyanoacetate
2,5-Octadiene
Butanedinitrile

7.851
7.584
5.540
7.484
6.750
7.732
5.004
6.244
6.978
4.280
4.856
7.088
4.806
8.476
8.238
6.820
8.843

26.02
20.05
18.06
9.98
7.11
5.76
3.99
3.52
1.42
0.76
0.67
0.63
0.61
0.44
0.4
0.39
0.20
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However, some previous studies have reported that the prime compo-
nents of L. cubeba EO in Tipet (China) were limonol (44.2%); β-linalool 
(8.8%); and 1,8-cineole (5.4%) (Yang et al. 2010), while the EO of this 
material from India consisted of sabinene (58.52%); α-pinene (12.59%); 
and 1.8-cineole (12.66%) (Saikia et al. 2013). These findings differ from 
our results. However, some chemical components of this study are similar 
to those of L. cubeba EO in the study of Wang and Liu (2010), such as 
terpenoid groups. Changes in chemical composition have been recorded in 
most EOs due to the age of the plant, genes, time of harvesting, extraction 
method, and geographical and ecological conditions. Therefore, the percen-
tage of the main constituents of L. cubeba fruit EO should be mentioned if 
it is applied as a food additive.

Determination of antimicrobial activity of EO

According to the results in Table 3, it can be observed that the  
L. cubeba fruit EO shows positive antibacterial activity for four strains of 
bacteria including two gram-positive bacteria (S. aureus, B. subtilis) and 
two gram-negative (E. coli, S. Enteritidis). The inhibitor zones of positive 
control are in order of susceptibility: S. aureus < S. Enteritidis < E. coli  
< B. subtilis. The EO shows the highest antimicrobial activity against  
B. subtilis (inhibition zone 44.33 mm) and the lowest antibacterial activ-
ity against S. aureus (inhibition zone 14.33 mm). The sensitivity of EOs is 
classified by the diameter of the inhibition zone. Those of  S. Enteritidis, 
S. aureus, and E. coli were considered “very sensitive” with diameters of 
15–19 mm, while that of B. subtilis was considered “extremely sensi-
tive”  with a diameter of > 20 mm (Ponce et al. 2003). The presence  
of terpenoids in an EO can strongly inhibit bacteria because their site  
of action appears to be at the phospholipid bilayer, caused by biochemical 
mechanisms catalyzed by the phospholipid bilayers of the cell. These pro-
cesses include the inhibition of phosphorylation steps, electron transport, 
protein translocation, other enzyme-dependent reactions and microbial 
oxygen uptake (Knobloch et al. 1986). In addition, the bacterial inhibition 
also depends on the structure of the terpenoids. However, until now the 
actual structure-activity relationships of terpenoids are not well unders-
tood (Griffin et al. 1999). Compared with other previous studies on disk 
diffusion assay, L. cubeba fruit EO from northeast India also inhibited the 
grown of B. cereus and S. aureus, whereas it did not show any appreciable 
inhibition toward B. subtilis (Gogoi et al. 2018). L. cubeba fruit were col-
lected from southern regions of China and the EO revealed antibacterial 
activity against all six bacteria tested: B. subtilis, E. coli, E. faecalis,  
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M. albicans, P. aeruginosa, and S. aureus (Wang and Liu 2010). This 
proved that the antibacterial activity strongly depends on the chemical 
composition of the EO.

Table 3
 Inhibition zones of L. cubeba fruit EO for some bacteria

Microorganism Diameter of the inhibition zones [mm]
S. Enteritidis

E. coli
B. subtilis
S. aureus

14.67±0.58a

17.67±0.58b

44.33±0.58c

14.33±0.58a

Different lowercase letters in the same column denote significant difference (p < 0.05) with respect 
to the type of microorganism.

Conclusion

The 17 main chemical components in the L. cubeba fruit EO were iden-
tified by GC-MS. Further, the L. cubeba fruit EO showed marked in vitro 
antimicrobial activities against S. Enteritidis, E. coli, B. subtilis and  
S. aureus. In addition, the data demonstrated antioxidant activity and 
determined some physicochemical properties of the L. cubeba fruit EO. 
This is a cheap source of bioactive compounds with high potential as green 
and natural additives in the food and cosmetics industries.
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A b s t r a c t

Lakes are an essential element of human well-being and lake tourism is becoming an incre-
asingly important branch of the tourism industry worldwide. Numerous investments in tourism 
infrastructure, located in the shore zone of lakes, attract more and more tourists. This phenome-
non has a negative impact on the natural environment of the lakes. Their shore zone, which is an 
ecotone zone, is particularly vulnerable to human pressure. Four lakes were selected for the stu-
dy. They differed substantially in their use and land cover in the shore zone. GIS datasets were 
used for the analysis. A set of indices was proposed to monitoring the lake shore zone tourism 
load. The shore zone of the lakes with a high share of the residential buildings and the forest was 
the most affected by tourism. The shore zone of reservoirs with a high share of agricultural land 
and non-forest semi-natural areas was less loaded.

Introduction

Tourism is a complex phenomenon and its new forms are still appear-
ing. Many of them are based on the tourist resources of the water environ-
ment and its nearest surroundings. These include sea, river and lake tour-
ism (Jennings 2003, Tourism and global… 2006, Lake tourism… 2006, 
Venohr et al. 2018). In the mid-twentieth and early 2000s there was 
a significant increase in interest in water tourism, leisure, recreation and 
sport (Jennings 2007). Water tourism is developing in two directions. The 
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first one is the so-called nature-based tourism. It is defined as tourism 
“associated primarily with the direct use of an almost untouched natural 
environment” (Kuenzi and McNeely 2008, Wolf et al. 2019). Tourists 
undertake activities such as bird watching, canoeing and nature hiking 
(Jennings 2007, Rochelle et al. 2015). Nature-based tourism often sup-
ports the development of rural areas (Lanfranchi et al. 2014, Liu et al. 
2018). In Canada, lake tourism is often seen as a synonym for rural tour-
ism as a result of its numerous lakeside cottages (Smith 2003, Tuohino 
2015). The second direction is tourism related to destinations (especially 
cities) located by water bodies, based on the infrastructure offered by 
them. Tourism is one of the important functions of cities (Biagi et al. 2019). 
The importance of this function is growing, which results from the fact 
that they are more and more frequently chosen for tourist destinations 
(Łapko and Panasiuk 2019). Although lakes have long been an important 
area of recreational and tourism activity, they were not the subject of 
international tourism research until the beginning of the 21st century 
(Hadwen et al. 2005, Lake tourism… 2006, Tuohino 2015). 

In recent decades, demand for tourism and leisure services has steadily 
increased worldwide. The development of tourism, in addition to its contri-
bution to the national economy is a major force affecting negatively basic 
environmental resources (air, water, biodiversity, soil and land) both in 
tourist destinations (locally) (Dornier and Mauri 2018, Trancoso 
González 2018, among others) and globally (Buckley 2011). The increase 
in some areas of tourism (e.g. cruise tourism) and the increased frequency 
and seasonality of holiday trips have a severe impact on the environment 
at regional and local level (Brida and Zapata 2009, Caric and Mackel-
worth 2014, Barnett et al. 2018, MacNeill and Wozniak 2018). Major 
tourist destinations face challenges in terms of water supply, waste man-
agement and waste water treatment. In addition, changes in land use/land 
cover (LU/LC), air and noise pollution from the means of transport and 
landscape disturbances caused by the constantly increasing surface area 
of built-up land are also quite common consequences of tourism develop-
ment (Asha 2013, Atzori et al. 2018, Trancoso González 2018). Accord-
ing to Gössling (2002), there are five main aspects of environmental 
change related to tourism: change in land use and land cover, excessive 
energy consumption, reduction of biodiversity and introduction of invasive 
species, spread of diseases and changes in the perception and understand-
ing of the natural environment.

The shore zone is an ecologically and economically important compo-
nent of lake ecosystems. The natural shores are a habitat for aquatic and 
terrestrial organisms, affect the cycling of nutrients and organic matter 
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between land and water and reduce soil erosion (Schmieder 2004). The 
recreational and aesthetic potential of the lake shores makes them attrac-
tive for human settlement, hence the development of settlement is often 
concentrated around the lakes (Schnaiberg et al. 2002, Walsh et al. 
2003). The problem, concerning protected areas, was described in relation 
to conflicts resulting from excessive pressure from the growing number of 
tourists (Whitelaw et al. 2014, Spenceley 2017). 

Most forms of tourist activity are not environmentally friendly (Buck-
ley 2011, Asha 2013). Research on lakes and other water landscapes in 
the context of tourism development was relatively rare at the beginning of 
the 21st century, especially in the field of tourism geography (Tuohino 
2015). Most previous studies in this field have focused on the direct impact 
of tourism on water bodies (Burgin and Hardiman 2011, Dokulil 2014, 
Tandyrak et al. 2016). Ramazanova et al. (2019) made a number of 
important observations on the indirect effects of lake tourism, with partic-
ular emphasis on the accommodation sector in the vicinity. The impact of 
tourism development on the shore zone of the lake is an important research 
topic, but publications in this field are scarce (Folgado-Fernández et al. 
2019). The aim of our study was to assess the load of tourism on the shore 
zone of the selected lakes of the Mrągowo Lakeland. The lakes selected for 
the study differed in the type of land use/cover around the reservoir. More-
over, the aim of the study was to propose a complex method of assessing 
the impact of tourism on the shore zone of lakes on the basis of a set of 
indices, in connection with the LU/LC type around lakes.

Material and Methods

Study area

The study focused on four lakes located in the Mrągowo Lakeland 
(Masurian Lakeland, North-Eastern Poland, Central Europe), in the dis-
trict of Mrągowo. Czos Lake (area 279.1 ha) is situated within the admin-
istrative boundaries of Mrągowo city (Figure 1). The western and north-
ern part of its shore zone (more than two thirds) is a typical urban area. 
The southern edge of the lake is protected under the Natura 2000 net-
work (PLB280008 Puszcza Piska). Probarskie Lake (201.4 ha) is sepa-
rated from the southern edge of Lake Juksty by about 300 meters wide 
strip of land. The national road No. 16 and railway tracks run in this 
strip. The lake is located in the buffer zone of the Mazurian Landscape 
Park. It is a typical lake located in rural areas (more than 20% of the 
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shore zone is covered by rural housing). In the close vicinity of the shore-
line of the lake there are four villages: Kosewo, Probark, Nowy Probark 
and Jakubowo. Lake Juksty (330 ha), located about 3 km east of Lake 
Czos, is protected within the Protected Landscape Area of the Legińs-
ko-Mrągowskie Lakes and its eastern edge belongs to Natura 2000 net-
work (Masurian Tortoise Refuge Baranowo PLH 280055). Its shore zone is 

Fig. 1. Mrągowo District with studied lakes; a – warmińsko-mazurskie voivodship;  
b – Mrągowo District; c – study area
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mainly covered by semi-natural and agricultural land. The built-up areas 
cover less than 1.5% of the shore zone of the lake. The largest of the studied 
lakes, Mokre (814 ha), is located about 10 km south of Lake Probarskie and 
is situated entirely in the Mazurian Landscape Park. In addition,  
a fragment of the shore zone (along a 1.7 km long shoreline) in the south-east-
ern part of the lake is protected as a nature reserve (the Reserve Royal 
Pine). The north-east edge of the lake belongs to nature reserve Krutynia. 

Mokre Lake is also protected under the Natura 2000 network 
(PLH280048 Ostoja Piska and PLB280008 Puszcza Piska). Approximately 
85% of the shore zone is covered by forest and less than 5% is occupied by 
built-up areas (mainly belonged to the Zgon village). Figure 2 shows the 
different landscape types in the lakeshore zone.

Methodology

In the assessment of the tourist attractiveness of studied lakes, the 
scoring method was applied, which qualifies water reservoirs to appropri-
ate classes of tourist and recreational attractiveness on the basis of the 
number of points awarded for the value of selected morphometric parame-
ters (Deja 2001). Seven morphometric features of the lake were taken into 
account: surface area, mean depth, shoreline development index, elonga-
tion index, index of the shore zone cover by vegetation [%], index of the lake 

Fig. 2. The different landscape types of the lake shore zone: a – urban (Lake Czos); 
b – rural (Lake Probarskie), c – semi-natural (Lake Juksty), d – forest (Lake Mokre)
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surface area cover by water vegetation [%], index of the shore zone cover by 
forest [%]. The point values for the individual indices were in the range from 
0 to 6. Table 1 illustrates the classification into attractiveness classes.

Table 1 
Classes of lakes attractiveness depending on the evaluation score (Deja 2001)

Attractiveness level (in points) Class of attractiveness
Unattractive ≤ 10 IV
Moderately attractive 10.1–16 III
Attractive 16.1–22 II
Very attractive > 22 I

In order to assess the impact of tourism on the lake environment, an 
index defining the impact of tourism development on lake shores was cre-
ated (Mika 2004). While constructing this index, it was necessary to iden-
tify various types of areas used by tourism in the lake shore zone. In order 
to differentiate the character and directions of tourism impact on the shore 
zone of lakes, an evaluation system was created (Tаble 2). 

Table 2 
Forms of tourist use of the natural environment of lakes shore zone and evaluation  

of their effect (according to Mika 2004, Furgała-Selezniow et al. 2010)
Forms  

of tourist 
use

Type of area
Area 

symbol 
(Pi)

Type of effect
Bi 

valuation 
score

Tourist 
settlement

technogenic areas under 
permanent tourist use P1

permanent transformation of land use, 
denaturalization of environment,  
permanent changes of landscape, 
noise, litter, vehicles pollutions, 
wastewater and sewage

5

Active 
recreation 
areas

beaches, marinas, water 
equipment rentals, piers, 
sport grounds, playgro-
unds, car parks, catering 
facilities

P2

trampling and mechanical damage  
of plants, erosion of shores, litter, 
pollution of lakeshores, water turbidi-
ty and pollution, noise

4

tent fields, camp sites, 
bicycle trails P3

destruction of plants and soil cover, 
noise, litter, vehicles pollutions, 
wastewater and sewage

3

hiking trails, angling 
piers and sites, paths P4

trampling and mechanical damage 
of plants, pollution, soil erosion,  
water turbidity and pollution

2

Other 
recreatio-
nal areas

recreational plots, green 
areas around tourist 
facilities, green areas 
around villages

P5
change to the type of use of green 
areas, noise, litter, wastewater  
and sewage

1
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The index of the impact of tourism infrastructure on the environment 
of the lake shore zone was applied in accordance with the proposal of Mika 
(2004) and modified by Furgała-Selezniow et al. (2010). The index was 
calculated according to the formula (Mika 2004):

K = ((åPi ∙ Bi))/Po
where: 
K	 –  index of the impact of tourism on the shore zone of lakes (tourism impact 
index)
Pi	 –  type of area under tourist use [ha]
Рo	 –  reference unit area – total area of а delimitated field [ha]
Bi	 –  valuation score

The K index ranged from 0 to 5. In order to group areas in the shore 
zone according to the degree of tourism load, appropriate classes were cre-
ated depending on the value of the K index (Table 3).

Table 3 
Classes due to the level of tourism impact on the environment according  

to the tourism impact index (K)
Class Impacts on environment Range of K value

I very high K ≥ 1.0
II high 0.1 ≤ K < 1.0
III moderate 0.01 ≤ K < 0.1
IV small 0 < K < 0.01
V none K = 0

The study was provided using current topographic maps scaled  
1:10 000. All raster maps were obtained from Provincial Centre for Geo-
detic and Cartographic Documentation in Olsztyn. Vector polygons (terri-
tories and area objects) and lines (linear objects) were made over the ras-
ter topographic maps using QGIS 2.18 software. A 200 m wide strip of land 
was determined around the shoreline of the lakes. In the water part of 
shore zone the 100 m wide strip was determined. The designated area was 
divided into basic fields covering about 500-metre sections along the shore-
line. In order to calculate the K index, data on the current use of the shore 
zone for tourism and recreation were collected. The total area of land under 
particular forms of tourism and recreation was determined according to 
the criteria given in Table 2. The total area of the basic fields was also 
calculated. A vector polygon layer was created to compare the LU/LC sta-
tus of the shore zone of studied lakes. The status of land use and land 
cover at the studied area was additionally verified by direct observations 
in summer seasons of 2017–2018.
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Morphometric data of the studied lakes were assumed according to 
Jańczak (Atlas jezior… 1999) and Choiński (2006). Topographic maps of 
the area were used as well as bathymetric plans of the lakes which were 
amended on the basis of data gathered during the field studies. Tourist 
information brochures and available literature were used for additional 
information.

An analysis of the density of accommodation and other tourist facili-
ties was also carried out, as well as an index of the development of other 
tourist facilities in the shore zone of the studied lakes. In the analysis of 
the density of accommodation facilities, all the accommodation facilities 
located in the 200-metre strip around the lakes were taken into account. 
For the analysis of the other tourist facilities, water equipment and/or 
bicycle rentals, gastronomy facilities, car parks, beaches, access to reser-
voirs and other facilities used by tourists (e.g. sports fields, recreation 
areas, amphitheatre) were selected. 

The index of density of accommodation facilities (Pa) was calculated 
according to the following formula:

Pa= N/S 

In the formula, N is the number of beds, S is the area of the delimited 
strip [km2].

	 The density index of the other tourist facilities (Po) was calculated 
according to the following formula (Furgała-Selezniow et al. 2019):

Po = (No ∙ 100)/S 

In the formula, S is the area of the delimited strip [km2], No is the number 
of other tourist facility items.

Calculation of the other tourist facilities development index (BO) was 
performed according to the formula created for the present study:

Bo = No ∙ 100/N

In the formula, N is the number of beds, NO is the number of other tourist 
facility items. 

In addition, the dock density index (Dd) was calculated as a measure 
of the impact of docks and related activities on the water shore zone of the 
lake. The actual state of development was determined by manual identifi-
cation of artificial water structures such as marinas, harbors, bathing 
sites with piers, large recreational platforms and small fishing piers on the 
orthophotograph maps. According to Beck et al. (2013) and Dustin and 
Jacobson (2015), these structures are referred to in this study as “docks”. 
Smaller docks (small angling piers) have been designated as single objects, 
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while large docks (with several branches) have been designated as com-
plex objects. Each branch within a complex dock has been treated as  
a separate object so that the total number of docks better reflects the actual 
impact of the individual docks on the development status of the water 
shore zone of the lake. According to Dustin and Jacobson (2015) lakes 
with Dd index over 5 has been defined as highly developed:

Dd = D/M

In the formula, D means the number of docks and M is the shoreline 
length [km].

Information on the number of accommodation facilities, the number of 
beds at these facilities and the number of other tourist facility items was 
obtained from the Tourist Information Office in Mrągowo, direct inter-
views with accommodation facility managers and a website with the func-
tion of browsing and searching for accommodation offers under the domain 
e-turysta.pl and Google Maps.

Results

Two lakes (Juksty and Czos) are classified as the first class of tourist 
attractiveness (Table 4). Both lakes were characterized by a low index of
the lake surface area covered by water vegetation and the highest shore-
line development index. The Probarskie and Mokre lakes were classified

Table 4 
Assessment of the degree of tourist attractiveness of selected lakes in Mrągowo Lakeland

Parameter
Juksty Czos Probarskie Mokre

value score value score value score value score
Surface area [ha] 330 6 279.1 5 201.4 5 814 6
Mean depth [m] 8 2 11.1 2 9.2 2 12.7 2
Shoreline development index 3.11 5 2.53 4 1.88 2 2.52 4
Elongation index 5.95 2 5.31 2 1.7 2 2.08 2
Index of the shore zone cover 
by vegetation [%] 13 4 32 2 50 2 8 4

Index of the lake surface area 
cover by water vegetation (%) 5 4 9 4 15 2 10 2

Index of the shore zone cover 
by forest [%] 5 1 23 3 35 3 85 1

Total 24 22 18 21
Class I I II II
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as the second class of tourist attractiveness. The shores of Mokre Lake 
were the most forested. Probarskie Lake had the lowest shoreline develop-
ment index. Table 5 presents the number of accommodation facilities in  

Table 5 
Accommodation objects in studied localities

Lake Type of accomodation 
object

Number  
of accomodation 

objects

Number of beds  
in tourists objects Range  

of beds
permanent seasonal

Juksty

guesthouse 6 98 0 6–30
summer house 3 10 18 6–12

guest rooms 2 16 12 12–16
agritourism farm 1 15 0 15

total 12 139 30 6–30

Czos

hotel 8 869 49 9–182
guesthouse 2 132 0 32–100

summer house 1 6 0 6
guest rooms 9 145 0 5–40

agritourism farm 1 8 0 8
camping 1 0 300 300

total 22 1160 349 5–300

Probarskie

hotel 1 50 0 50
guesthouse 2 48 0 18–30

resort 1 0 150 150
guest rooms 8 82 34 4–30

summer house 4 9 40 4–24
agritourism farm 3 41 15 15–24

camping 2 0 120 60
total 21 230 359 4-150

Mokre

 guesthouse 2 16 12 12–16
resort 2 36 474 210-300

camping 3 0 240 30-130
total 7 52 726 12-00

Total number of objects and beds 62 1581 1464 4-474
 
the analyzed zone divided into particular types, the number of accommo-
dation places and the range of the number of accommodation places in 
particular types of facilities. It was found that the most numerous group of 
objects were guest rooms (20). The largest number of beds was offered by 
hotels (968) and camping sites (420). More than half of all accommodation 
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places and more than one third of all accommodation facilities (including 
eight out of nine hotels) were located on Lake Czos (Table 5). More than half 
of the seasonal accommodation facilities and almost half of the seasonal 
beds were located on Lake Probarskie. Apart from accommodation facilities, 
there were other tourist facilities at the lakes under study (Table 6). 

Table 6 
A comparison of other tourist facilities in the shore zone of the studied lakes

Lake Gastronomy 
facilities

Car 
parks

Access to 
reservoirs Beaches

Water 
equipment 

and/or bicycle 
rentals 

Remaining 
objects Total

Juksty 4 0 0 0 0 0 4
Czos 10 12 2 2 4 9 39

Probarskie 4 1 2 4 1 1 13

Mokre 6 5 2 1 4 2 20
Total 24 18 6 7 9 12 76

The largest number of other tourist facilities was located on Lake Czos. 
Remaining objects included: a promenade, an eco-marina, an amphithe-
atre, a playground, an outdoor gym and five sports fields for Lake Czos, 
while for Lake Probarskie the bicycle trail and for Lake Mokre the sculp-
ture gallery in Zgon and the bicycle trail around the lake. The most numer-
ous group of objects were angling piers and walking platforms. The largest 
number of other tourist objects were located on Czos and Probarskie lakes. 

The area of the distinguished shore zone of the examined lakes ranged 
from 237.7 ha for Probarskie Lake to 401.1 ha for Mokre Lake, and the 
water part of the shore zone area from 67.6 ha to 258 ha respectively. The 
number of distinguished basic fields ranged from 13 (Probarskie) to 38 
(Juksty). The K index for the whole shore zone ranged from 0.140 (Juksty) 
to 1.892 (Czos) – Table 7. The value of the accommodation facility density 
index (PA) and other tourist facility density index (PO) was definitely the 
highest for Lake Czos and the lowest for Lake Juksty. The values of the 
other tourist facility development index (BO) were very similar for all the 
lakes under study. Dock density index (Dd) reached values above 5 for 
Probarskie and Czos lakes, whose water part of the shore zone was defined 
as highly developed.

More than 50% of the shore zone of Lake Juksty and about 25% of the 
shore zone of Lake Czos were the areas without any tourist facilities. Basic 
fields without any tourist facilities did not occur in the shore zone of  
Probarskie and Mokre lakes (Figure 3). The most uniform pressure of 
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tourism on the shore zone was noted for Lake Probarskie (K ranged from 
0.011 to 0.85). The maximum range in K index was noted for the lake Czos 
(0–4.97).

Discussion and conclusions
All lakes selected for the study were attractive or very attractive in 

terms of tourism. According to the authors of this study, the method of 
evaluation of the shore zone of lakes, taking into account their natural 
conditions (Deja 2001), was inadequate in the case of the forest cover 
share. The lakes Juksty (5% of the forest) and Mokre (85% of the forest) 
received one point each. For this reason Mokre Lake was classified lower 
(attractiveness class II) than Juksty Lake (attractiveness class I), whereas 
PA, PO and K indices assumed higher values for Mokre Lake, which means 
that it was more often visited by tourists than Juksty Lake. According to 
the authors, the lake which shore zone is covered with forest in more than 
40% should receive the maximum number of points (5). The authors believe 

Fig. 3. Spatial pattern of tourism impact in shore zone of studied lakes: 1 – Czos; 2 – Juksty;  
3 – Probarskie; 4 – Mokre
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that reducing the number of points for the “excess” of forests in the shore 
zone of the lake is unjustified, if only because resting in forest areas posi-
tively affects the well-being of tourists (Bielinis et al. 2018, 2019, 
Takayama et al. 2019).

The shore zone of the lakes, on which there are towns and villages, is 
the most loaded with tourism. The tourism load level is related to the 
share of residential buildings in the shore zone of the lake. The location of 
Czos Lake within the administrative borders of Mrągowo city makes the 
development level of the shore zone approximately 60%. This lake was 
characterized by the highest values of tourism load indices in the shore 
zone. The presence of four villages in the shore zone of Lake Probarskie 
caused that 20% of the zone was covered by residential buildings. Lake 
Probarskie was characterized by relatively high values of tourism load 
indices in the shore zone. Probarskie and Czos lakes were also character-
ized by the highest values of dock density index (Dd above 5). According to 
the criteria defined by Dustin and Jacobson (2015), the water part of the 
shore zone of these lakes was highly developed. According to Burak et al. 
(2004), small coastal settlements have become tourist destinations in Tur-
key as a result of legal and institutional incentives to invest in tourism. 
This has had a negative impact on landscape aesthetics and the loss of 
fertile land. However, the greatest pressure on coastal areas was exerted 
by urbanization. Masurian lakes are in a similar situation (Fur-
gała-Selezniow et al. 2020). This results from the development strategy 
of the warmińsko-mazurskie voivodeship. One of the most important com-
ponents of this strategy is the development of tourism as one of the main 
economic sectors in the region (Strategia rozwoju… 2013). Lake Mokre, 
whose shore zone is covered mainly by forest and which is located in the 
Mazurian Landscape Park, had a moderately developed water part of the 
shore zone. Its land shore zone was developed very unevenly, mainly by 
large seasonal resorts and campsites located on the south side of the lake, 
near the village of Zgon. Mokre Lake is located on the canoeing trail (116 
km long) of the Krutynia River. These route is considered to be of interna-
tional importance (Lijewski et al. 1998). The eastern shore of the lake is 
undeveloped, there is only a bicycle path that runs around the whole lake. 

The development of tourism can stimulate economic growth and play 
an important role in promoting the social development of backward 
regions. However, the development of lake tourism should also take into 
account the protection of lakes. Benefits for the natural environment 
should be transformed into economic and social benefits (David et al. 
2012). According to David et al. (2012), the main principles of lake tourism 
development are environmental protection, reasonable use of resources, 
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coherent management and sustainable use. The planning of lake tourism 
development should be based on scientific principles and include monitor-
ing of tourism development plans and prevention of damage resulting from 
inappropriate development. Despite very high tourist attractiveness 
(class I) and short distance (3 km) from Mrągowo city, Lake Juksty was 
characterised by significantly lower tourism load indices than other lakes. 
This was probably due to the particular type of land cover in the shore 
zone, in which the share of forest and residential buildings was negligible 
(ca. 5% and 1.5% respectively). The level of attractiveness plays an import-
ant role in the assessment of the place as a tourist resource. For planners 
and tourism managers it is of key importance. However, from the point of 
view of tourists, it is not enough to ensure sufficient investment in this 
area. Tourists expect the appropriate infrastructure to be in place before 
they visit the site (Alaeddinoglu and Can 2011). Tourism in relation to 
places far away from settlements, in relatively natural places is defined as 
nature-based tourism (Priskin 2001). 

Most of the year-round accommodation places were in the shore zone 
of lakes Czos and Probarskie. A clear correlation was observed between 
the level of residential development in the shore zone of the studied lakes 
and the number of all-year-round beds. The lowest number of all-year-
round (and at the same time the highest number of seasonal) beds was 
recorded in the shore zone of Lake Mokre. The Probarskie Lake was the 
second lake in terms of the number of seasonal beds in the shore zone. The 
shore zone of the lake was covered by 35% forest and 20% by rural build-
ings. The development index of other tourist facilities (Bo) was very simi-
lar for all the studied lakes. This fact indicates that the development of the 
other tourist facilities is proportional to the accommodation base. At each 
lake there were more than two other tourist facilities (2.2–2.6) per 100 
beds (no distinction was made between year-round and seasonal beds). 
The location of four villages around Probarskie Lake results in uniform 
spatial distribution of the shore zone tourism load. The presence of a bicy-
cle path around Lake Mokre was the reason for the lack of completely 
undeveloped areas. However, the tourism impact on the shore zone of this 
lake was uneven. Tourist objects had been concentrated mainly on its 
southern edge in the vicinity of a typical tourist village Zgon (which in 
itself is a tourist attraction due to the nature of its architecture). Two 
thirds of the eastern shore of Lake Juksty was occupied by a turtle refuge. 
The highest level of tourism load was noted at both ends of this guttering 
lake, situated longitudinally. The southern, undeveloped edge of Lake 
Czos was outside the city border. The city border at this place run along 
the lake shoreline. In this part of the shore zone there were completely 
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undeveloped areas (V class of load). Such areas were also located in the 
south-western part of the shore zone of the lake, already within the bound-
aries of the municipality of Mrągowo. At the same time, the lake was the 
only one with areas in its shore zone that belong to the highest tourism 
load class (I).

The research showed the influence of the type of land use/cover  
(LU/LC) around the lakes on the level of tourism load on their shore zone. 
The proposed method makes it possible to study the tourism load on the 
shore zone of lakes in relation to the LU/LC type around the lakes. The set 
of indices enables a reliable assessment of the impact of tourism on the 
shore zone of lakes and monitoring its changes over time. The studies 
aimed at monitoring the impact of tourism on the natural environment, 
especially the lake shore zone, which is a vulnerable ecotone, are scarce. 
The paper fills a gap in the literature by presenting a useful tool for such 
analyses. The methodology used in this paper can be used in the study of 
most glacial lakes in Europe and other regions of the world to monitor the 
threats arising from the tourist development of the lake shore zone.
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A b s t r a c t

The culling of cows is an important element in dairy farming, which has a huge impact on 
the progress of breeding. Culling of animals in the herd is understood as the removal of the 
animal from the herd as a result of selling the animal to another farm, slaughter and death or 
euthanasia of animal. The reasons for culling can be divided into voluntary and involuntary or 
the division into economic and biological reasons. Economic culling (voluntary) is a conscious 
action of the breeder aimed at increasing the breeding and functional value of the herd, while 
biological culling is connected with occurrence of metabolic and infectious diseases as well as 
reproduction and limbs problems or sudden deaths of the animal. In recent years, biological 
culling has caused significant economic losses to the herd. Improving this can be achieved 
through intensive prevention and herd health monitoring.

Introduction

The culling of cows is an important element in dairy farming, which 
has a huge impact on the progress of breeding. At the same time, it can 
cause significant economic losses (Olechnowicz et al. 2011). The elimina-
tion of cows from the herd is a topic rarely undertaken by veterinarians, 
but very important to breeders. A veterinarian has a great influence on the 
decision on culling in the herd. The aim of the study was to present the 
main reasons for the culling of dairy cows and the factors influencing the 
decision. Knowing the causes of culling by a veterinarian in a herd allows 
to know the main problems occurring in a herd, which enables effective 
treatment and prevention of problems. This information can improve the 
welfare and performance of the cows.
Address: Małgorzata Dziekiewicz-Mrugasiewicz, Warsaw University of Life Science, Nowoursynow-
ska St. 100, 02-797 Warszawa, Poland, e-mail: malgorzata_dziekiewicz_mrugasiew@sggw.edu.pl
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Culling definition

Culling of animals in the herd is understood as the removal of the ani-
mal from the herd as a result of selling the animal to another farm, slaugh-
ter and death or euthanasia of animal (Fetrow et al. 2006). The decision 
to eliminate animals from the herd is one of the most important decisions 
for the breeder, affecting the economics of production and breeding prog-
ress. The reasons for culling can be divided into voluntary and involuntary 
or the division into economic and biological reasons (Fetrow et al. 2006). 
Economic culling (voluntary) is a conscious action of the breeder aimed at 
increasing the breeding and functional value of the herd, while biological 
culling (involuntary) is connected with occurrence of metabolic and infec-
tious diseases as well as reproduction and limbs problems or sudden 
deaths of the animal (Pokorska et al. 2012).

According to world data, the level of cows culling in the herd should be 
between 25-35% (Roger et al. 1988), which is confirmed by the results in 
the publications: United States 35% (Bascom et al. 1998), Canada 19.9% 
(Cramer et al. 2009), Great Britain-Scotland 33.7% (Chiuma et al. 2013), 
25% (Bell et al. 2001), 31.6% in Finland (Rajala-Schultz et al. 1999). In 
literature there are different data about the level of culling of cows in 
Poland, from 7.31% to 26.8% (Pokorska et al. 2012); 20–35% (Olechno-
wicz et al. 2011); to 26.4% (Ziętara et al. 2013). Culling for biological 
reasons occurs much more often than for economic reasons. The biological 
to economic reasons ratio is 68% to 32% (Bell et al. 2010) or 74% to 26% 
(Anseri-Lari et al. 2012).

Fig. 1.  Relationships between the occurrence of diseases and the relationship between these  
diseases and culling 

Source: own study based on Rajala-Schultz et al. (1999).
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These proportions have changed in recent decades. In the 1980s, the 
elimination of cows for economic reasons (low production) was the cause of 
culling four times more often than in the 1990s and in the 21st century. In 
recent years, biological (involuntary) culling has prevailed. High-yield 
cows are more often eliminated for health reasons (Weigel et al. 2003). 
This may be related to the fact that for many years increasing the milk 
yield was the most important in breeding. Selecting only one trait contrib-
uted to increase in culling cows as a result of health problems – biological 
culling.

Factors influencing cows culling

The cows culling decision is complex. Many factors are taken into 
account, such as: age, number of lactations, stage of lactation, milk yield, 
health status, reproductive indicators. The elimination of a cow from the 
herd is also related to economic indicators such as: milk price, livestock 
purchase price and cost of introducing new animals to the herd. The deci-
sion of culling of cows in herd is made individually by the breeder. Some-
times, two farmers having a cow with the same problem may make differ-
ent culling decisions (Bascon and Young 1998).

The age of the cow and the lactation number associated with that is an 
important factor influencing culling decisions. Many studies have shown 
that the older the cow and the greater number of lactation is, the greater is 
the likelihood that the animal will be eliminated from the herd (Alhman 
et al. 2011, Bell et al. 2010, Rilando et al. 2020). On the other hand, the 
analyses of Armengol and Fraile (2018) and Rajala-Schultz et al. (1999) 
showed that the culling increased after the first and second lactation espe-
cially, it could be due to elimination of cows with very low yields in first 
lactation. The high percentage of culling during and after the first lactation 
may be also related to the fact that in this age group there are the most 
random cases, understood as accidents and injuries (Rilando et al. 2020). 
The poor condition of primiparous cows may be related to the negative influ-
ence of diseases during the rearing period (Szulc et al. 1983). Again, the 
risk of eliminating animals from the herd increases above sixth lactation. 

The analysis of Polish authors (Pokorska et al. 2012) also indicated 
that the highest percentage of culling is observed in the first and second 
lactations and amounted to 23.2% (Ziętara et al. 2013) and 23% (Juszczak 
et al. 2003), respectively. 

It should be emphasized that the early elimination of animals gener-
ates high economic losses for the farm. Currently, the period of use of cows 
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in dairy herds is relatively short, averaging 3–4 years and usually not 
exceeding 6 years (Adamczyk et al. 2017). Recently, there has been an 
increasing tendency in breeding to extend the useful life of cows. Genetic 
selections in this direction are already underway. It may be related to the 
strong development of organic farming. In Sweden, organic farming 
already occupies 6% of the dairy market (Alhman et al. 2011).

Another factor influencing the elimination of animals from the herd is 
the stage of lactation – the day of lactation. Many authors (Hertl et al. 
2010, Pinedo et al. 2010, Rilando et al. 2020) noted in their studies that 
the highest percentage of elimination of animals from the herd occurs in 
the first and last months of lactation. It is associated with the occurrence 
of postpartum complications, metabolic diseases and diseases of the diges-
tive system. Moreover, random accidents in primiparous cows occurred in 
the first 100 days of lactation and amounted 61.4% of animals (Juszczak 
et al. 2003). Lactation usually lasts for 305 days, a significant extension of 
the lactation time contributing to an increase in culling because it affected 
fertility. Cows culling due to infertility and diseases of the reproductive 
system systematically increased along with the extension of the lactation 
period, reaching 57.02% of culling over the 485th day of lactation (Sawa  
et al. 2012). However, as it was shown by the studies of Guliński et al. and 
Krzyżewski et al. (2003), extending the lactation time did not reduce the 
milk production, it even increased the results, reaching an increase of 
55.5% with the extension of lactation by 180 days.

Cows culling may depend on the climate and temperature. Cows are 
more often eliminated in the summer season from May to October (Armen-
gol and Fraile 2018, Pinedo et al. 2010, Schneider et al. 2007, Ansa-
ri-Lari et al. 2012). In southern countries such as Spain, the south of the 
USA the highest percentage of culling is mainly during the summer 
months, while in northern Europe – in Sweden and Finland, in Septem- 
ber – October. Interestingly, it has been noticed that falls in the summer 
season are higher on farms in France (Seegers et al. 1998) and in the USA 
(Williams et al. 2015) without heat stress management systems.

Economic reasons for culling

The main cause of economic culling in dairy cows is low milk yield, 
high somatic cell count or age of cows and disturbances in animal body 
structure. In the literature, low yield appears as the main cause of eco-
nomic culling. The percentage of culling for this reason varies in Poland 
and around the world and ranges from 23.5% in studies in Spain (Armen-
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gol and Fraile 2018) to 2.0 % in Poland (Ziętara et al. 2013). The prim-
iparous cows were most often culled in the first months of lactation 
(Armengol and Fraile 2018, Pokorska et al. 2012). In the following lac-
tations, the percentage of elimination of cows from the herd decreased, 
increasing successively after 5th lactation. Taking into account the pro-
ductivity of individual cows, the culling concerned mainly the least pro-
ductive cows, whose results differed from the average. The culling percent-
age decreased along with the increase in productivity. Interestingly, after 
reaching the productivity above 9000 liters culling started to increase 
again (Ziętara et al. 2013), which could be due to the occurrence of repro-
ductive problems and metabolic diseases in these cows.

Another reason for culling is the age of the cow – old age of the cow, 
this group including cows over 6 years of age (Alhman et al. 2011). In Iran, 
due to old age, cows over 10 years of age are eliminated, the culling rate for 
this reason is 8.1% per year (Ansari-Lari et al. 2012). 

Biological reasons for culling

The most common reasons for the biological culling of cows in a herd 
are reproductive problems: infertility, perinatal disorders, placental reten-
tion, miscarriages, as well as mastitis and teat injuries. The next group 
consists of digestive system and metabolic diseases, such as: abomasal dis-
placement, diarrhea, ketosis, postpartum paralysis, and hypomagnesaemia. 
In addition, limb problems such as lameness and hoof disease are another 
reason why cows are eliminated from the herd. The last groups of diseases 
that affect culling are infectious diseases and other or unrecognized causes, 
and sudden falls. Figure 1 shows the relationship between the occurrence 
of diseases and the relationship between these diseases and culling.

Biological reasons – reproductive disorders

According to the literature data, reproductive disorders are the main 
cause of the elimination of cows from the herd. In Poland, this problem is 
related to infertility and ranges from 23.4% (Pokorska et al. 2012), 39.6% 
(Adamczyk et al. 2017) to 44.4% (Ziętara et al. 2013). Worldwide, culling 
for this reason is also one of the most important, but it varies from 12.5% 
(Rilando et al. 2020) to 32.6% (Ansari-Lari et al. 2012).

Infertility is a separate reproductive problem affecting culling deci-
sions. The presence of anestrus and the presence of ovarian cysts may 
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contribute to it (Bascon et al. 1998, Gröhn et al. 1998). The reasons for 
the elimination of cows from the herd, in addition to sterility, may be: mis-
carriages, difficult delivery, retention and torsion of the placenta, metritis, 
vaginal or uterine prolapse and lack of estrus. The probability of eliminat-
ing animals for reproductive reasons increases with the age and the milk 
yield. It is significantly higher above the third lactation (Armengol and 
Fraile 2018).

The deterioration of fertility may be influenced by many factors, among 
the reasons are management and feeding errors, too high milk yield and 
the animal’s genetic characteristics. In addition, infertility may be affected 
by the occurrence of metabolic factors, such as ketosis or subclinical rumen 
acidosis.

Culling due to heavy labor, placental retention or torsion, and uterine 
inflammation are completely time-dependent and due to this, culling 
occurs in the first month after delivery. Frequency of culling due to metri-
tis as a cause increases at the end of the lactation (Rajala-Schulc et al. 
1999, Gröhn et al. 1998), although in the studies of Gröhn et al. (1998) the 
incidence of uterine inflammation did not have a significant influence on 
the culling decisions. In addition, sterility was more often the cause of 
cows’ culling on large-scale farms than on smaller organic farms (Ahlman 
et al. 2011).

Biological reasons – injuries and inflammation  
of the mammary gland

Within the pathology of the mammary gland, mastitis is often consid-
ered to be the most common disease in dairy cows which contribute to 
significant economic losses in dairy farming. Teat injuries are the second 
reason why cows are eliminated from the herd as it causes incread risk of 
infection which can, in turn, cause subclinical and clinical symptoms of 
mastitis. For this reason, in Poland culling amounts in 16.13%, and in the 
world from 22.26% (Rilando et al. 2020) in Estonia, to 24% in Sweden 
(Schreider et al. 2007). The problems with the mammary gland were the 
main cause of cows culling on organic farms in Sweden, amounting to 
26.75% (Ahlman et al. 2011). Clinical mastitis caused by Gram-negative 
bacterias (E. coli, Klebsiella, Citrobacter, Pseudomonas) or others such as 
Arcanobacterium pyogenes (now Trueperella pyogenes), Mycobacterium, 
fungi and algae may contribute to the loss or death of the animals (Hertl 
et al. 2011). Mammary gland infections caused by E. coli are usually acute 
or peracute, which can even lead to the death of the animal.
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Trueperella pyogenes is a pathogenic agent, which in combination with 
other bacteria causes purulent inflammation of the mammary gland, 
called summer mastitis (Smulski et al. 2011). Mastitis caused by S. aureus 
is difficult to treat and control because of its ability to spread and pene-
trate protective barriers, the ability to adhere, to produce enzymes and 
toxins, and survive in the mammary gland in encysted abscesses. There-
fore, one of the ways to combat this microorganism in the herd is to elimi-
nate infected cows. Mastitis as the cause of culling was more common in 
older cows than in the primiparous cows, it was most common during the 
second lactation (Schreider et al. 2007). Moreover, Hertl et al. (2011) 
noticed that a greater number of deaths and losses of a primiparous cows 
occurs in the first as well as in the 6th and 7th month of lactation because 
of mastitis. In multiparous cows, he noticed that cows are eliminated due 
to mastitis most often in the first month of lactation; in the second month 
this number significantly decreases, while after the third month it system-
atically increases. He also noted that the cow deaths were more frequent 
in spring and summer. In the primiparous cows, the most frequently iso-
lated bacteria were E. coli and Streptococcus spp. In multiparous cows the 
isolates mainly consisted of Gram-negative bacteria.

In the studies of Seegers et al. (1998), cows were eliminated from the 
herd mostly at the beginning of lactation due to problems with the mam-
mary gland. The highest percentage of cows being removed from the herd 
for this reason occurred in the 4–6th lactations. When making decisions 
about culling due to mastitis, the type of treatment, the effectiveness of 
treatment and the status of pregnancy are taken into account. It was noted 
that the age of first calving influences the decision to cure (Seegers et al. 
1998).

Biological reasons – problems with limbs and hooves

Lameness in cows is one of the most common diseases of dairy cattle. 
The incidence of hoof diseases can be as high as 70–80% of animals in the 
herd (Bednarski 2013). The elimination of cows due to hoof disease is an 
increasingly common cause of culling, ranging from 3.6% in Spain (Armen-
gol and Fraile 2018) to 19% in Japan (Goto et al. 2015) or 26.24% in 
Estonia (Rilando et al. 2020), in other countries, the percentage of cows 
elimination for this reason is at a similar level: 5.9% in Sweden (Ahlman 
et al. 2011), 8.62% in Poland (Pokorska et al. 2011), 8.1% in USA (Pinedo 
et al. 2012). Lameness is a disease with a multifactorial etiology, which 
includes genetic and technological aspects – related to the farm equipment 



Małgorzata Dziekiewicz-Mrugasiewicz, Małgorzata Wierzbicka204

and the way of keeping and caring for animals, including the feeding of 
cows. The occurrence of hoof disorders may also be influenced by the pres-
ence of metabolic disorders, disturbances of the acid-base balance and 
mineral deficiencies. Hoof diseases can be non-infectious or infectious. The 
most common non-infectious hoof diseases in cattle are: laminitis, inter-
digital dermatitis, plantar and bulb ulcer, extravasation of the hoof cap-
sule, fissures-cracks in the wall of the hoof, white line disease, white line 
abscess, nails and finger fractures. 

The non-infectious diseases of the skin of the fingers and hoof material 
can become infected and this can even lead to purulent inflammation of 
the area. The disease is caused by pyogenic and necrotic bacteria – A. pyo-
genes, F. necrophorum, staphylococci, micrococci and Pseudomonas aeru-
ginosa and others (Dirksen et al. 2009, Mordak et al. 2008). Major among 
the infectious diseases are foot rot, caused by Fusobacterium necrophorum 
(Dirksen et al. 2009, Sikora 2013) and papillomatous dermatitis (Mortel-
laro’s disease – the so-called “strawberry” disease or foot warts) caused by 
Treponema spp., Fusobacterium spp., Bacterioides spp., Dichelobacter 
nodosus (Slawuta et al. 2005).

It has been found that non-infectious diseases or injuries are more 
likely to be the cause of cows culling than infectious diseases (Cramer et 
al. 2009). The presented hoof diseases may be the direct or indirect cause 
of culling. They can cause reduced milk production and its lack of suitabil-
ity for consumption, weight loss due to lower food intake and poorer feed 
utilization, fertility disorders, shortening the period of use and increasing 
the herd repair (Olechnowicz et al. 2011).

Initially, hoof disease may be asymptomatic – without marked lame-
ness or gait disturbance, but they are uncomfortable and painful. This 
contributes to the reduction of animal welfare, reduces production, and 
increases the occurrence of metabolic and reproductive disorders. Often, 
the relationship between metabolic disorders, reproductive disorders, 
mastitis and hoof diseases is not recognized, and a cause other than hoof 
disease is mentioned as the cause of culling.

Additionally, it has been noticed that in farms smaller than 20 cows, 
the culling problem due to hoof problems is smaller and increases with 
farm size (Rilando at al. 2020). On large farms, free-standing rearing is 
predominantly used, which increases the risk of limb diseases (Cook et al. 
2003), additionally, walking on hard, contaminated ground in the barn, 
and long standing during milking increases the risk of hoof diseases. It is 
believed that culling due to hoof disease can occur throughout the lacta-
tion period, while the studies by Rajala-Schultz and Gröhn (1999) show 
that cows are culled for this reason mostly in the second lactation.
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Biological reason – metabolic disorders or diseases  
of the digestive system

The most common metabolic and digestive system disorders causing 
cows to be culled are: displacement, bloat and/ or torsion of the abomasum, 
diarrhea, ketosis, fatty liver syndrome, hypocalcemia, hypomagnesaemia, 
acidosis, and downer cow syndrome (Armangol and Fraile 2018). These 
diseases can account for up to 18.9% of the diseases in a herd (Goto et al. 
2015). The rate of elimination of cows due to metabolic diseases and diges-
tive system problems is 7.2% in Spain (Armangol and Fraile 2018), 2.2% 
in Sweden (Alhman et al. 2011) and 7.88% in Poland (Pokorska et al. 
2012). 

These disorders occur much more often in multiparous cows than in 
the primiparous ones, and the level of culling for these reasons increases 
with the efficiency and number of lactation and milk yield (Rilando et al. 
2020). Moreover, the occurrence of these diseases depends on the stage of 
lactation, and most often occurs during the first 30–60 days of lactation.

The occurrence of postpartum paralysis (hypocalcaemia) is directly 
related to the increased demand for calcium due to the production of large 
amounts of colostrum immediately after delivery. A poorly balanced diet 
during the dry period and after parturition leads to severe hypocalcemia 
(calcium level below 1.5 mmol/L) (Bednarski 2013), which contributes to 
the occurrence of clinical symptoms such as decreased appetite, weakness, 
lack of motor coordination. In the next stage recumbence and rumen bloat 
are observed. Failure to implement timely treatment may result in the 
death of the animal. The disease occurs up to 48 hours after delivery, 
therefore culling for this reason occurs in the first 30 days of lactation 
(Rajala-Schultz and Gröhn 1999).

An insufficient amount of magnesium in the feed can lead to the occur-
rence of grass tetany (hypomagnesaemia). Disease is common especially in 
pasture-raised cows in the spring season when the grass grows rapidly 
and contains a small amount of magnesium. Clinical signs such as shaki-
ness, stiff gait, muscle stiffness, muscle tremors can be observed. The 
next stage of the disease is lateral recumbence and opisthotonus. As in 
the case of postpartum paralysis, if the treatment is not applied, the ani-
mal will die, late treatment may be ineffective, and the administration of 
magnesium alone may lead to cardiac arrest (Bednarski 2013). The 
occurrence of hypomagnesaemia contributes to the death of the animal or 
it is the reason for culling of the animal from the herd, mainly on smaller 
farms where pasture rearing is prevalent (Rajala-Schultz and Gröhn 
1999).
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The abomasal displacement occurs in the postpartum period as  
a result of a sudden decrease in the volume of the uterus. The so-called 
“empty space” created in the cow promotes the displacement of the aboma-
sum. In addition, poor diet, hypocalcaemia, stress, metabolic disorders, 
and toxaemia predispose to the occurrence of this disease (Bednarski  
et al. 2013). Symptoms of abomasal displacement involve: decreased appe-
tite and milk yield, weight loss and recumbence. Conservative treatment 
often does not lead to healing; it is advisable to perform surgery, which 
generates additional costs. Therefore, the occurrence of this disease may 
predispose to culling of animal from the herd. Culling due to this reason 
was around 5.3% Ketosis as the cause of cows culling occurs at a similar 
level and amounts to 5% (Gröhn et al. 1998).

Clinical metabolic diseases as a cause of cows culling occur more often 
in small or ecological farms. In large-scale farms, culling for this reason 
occurs sporadically, and subclinical forms are much more common.

Biological reasons – respiratory system diseases  
and other diseases

Diseases of the respiratory system as the reason of culling are rare 
and their causes are often classified as other, in published studies the per-
centage of elimination for this reason was 0.7% and it is most common in 
the primiparous cows. The culling for this reason is usually statistically 
insignificant (Armangol and Fraile 2018). Cows that are positive for dis-
eases under infectious disease control programs such as neosporosis, BVD, 
paratuberculosis or bovine leukemia are eliminated. The culling for infec-
tious diseases is about 1–2%. It was shown that the most common culling 
for this reason took place in the 4th lactation and was as high as 6.6%. 
(Armangol and Fraile 2018).

Biological reasons – accidents on the farm  
and unknown reasons

Another cause of culling can be severe injuries to equipment, tools or 
buildings on the farm. This group also includes errors related to wrong 
administration of drugs, poisoning with chemical compounds. The elimi-
nation rate for cows for this reason can be as high as 7.7% (Armangol and 
Fraile 2018). Other reasons for the elimination of cows are often under-
stood as: chronic diarrhea, emaciation, arthritis, traumatic reticulo-perito-
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nitis, endocarditis, myopathies or septicemia (Ansari-Lari et al. 2012, 
Waldner et al. 2009). In these cases, the exact cause can be established by 
post-mortem examination

Sudden deaths of cows constitute a separate group in the culling, addi-
tional tests are often skipped and the cause of the cow’s death cannot be 
precisely determined. The cause of the cows’s death may be one specific 
factor or it is the result of multiple health problem with the animal. The 
proportion of undiagnosed causes of cows culling or dying is approximately 
4–5% (Armangol and Fraile 2018, Pinedo et al. 2010, Pokorska et al. 
2012). In the studies of Pinedo et al. (2010) conducted in the United States 
in the Mississippi region, sudden deaths for unknown reasons occurred in 
dairy herds of cows more often than infertility and accidents. 

Conclusions

High cow productivity has been the main focus of selection in many 
dairy herds in recent times, leading to adverse effects such as reproductive 
problems, metabolic diseases and mastitis. This contributed to an increase 
in biological (involuntary) culling at the expense of economic (voluntary) 
culling. 

Reproductive disorders, in particular infertility, are the main reason 
for eliminating cows from the herds in Poland and generally in the other 
countries. Mastitis and teat injuries are the second cause of cows culling 
from the herd. The elimination of cows due to hoof disease is an increas-
ingly common cause of culling. Metabolic disorders or disease of the diges-
tive system can also be cause of culling, but the elimination of cows for this 
reason is less than 10%. Diseases of the respiratory system, infectious dis-
eases or others diseases such as: diarrhea, arthritis, endocarditis, myopa-
thies and sepsis, can all be causes of culling, but are not significant. 

The biological (involuntary) culling causes significant losses in the 
dairy farming. To avoid the economic losses for this reason is it very 
important to conduct monitor and prevention of the herd. Reduction of 
excessive culling should based on caring for animal welfare by proper feed-
ing of cows in the perinatal period and early lactation, prevention of met-
abolic diseases and infectious diseases as well as systematic and correct 
hoof trimming. In addition, very important aspect of biosecurity and infec-
tious diseases prevention is keeping animals in closed system, without any 
transfers of animals into the herd, using only heifers born in the herd.
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