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A b s t r a c t

The presented research is directed to the porous ceramics microstructural behaviour assess-
ment with the use of numerical methods. Such new material can be used for thermal insulation, 
filters, bio-scaffolds for tissue engineering, and preforms for composite fabrication. One of the 
newest and most interesting applications, considered in this work, is a usage of those materials 
for production of proppants for hydraulic fracturing of shale rocks. The hydraulic fracturing is  
a method of gas recovery from unconventional reservoirs. A large amount of fracturing fluid mixed 
with proppant (small particles of sand or ceramics) is pumped into the wellbore and its pressure 
causes the rock cracking and gas release. After fracturing the fluid is removed from the developed 
cracks leaving the proppant supporting the fracture. In the paper the grain porous ceramics which 
is used for proppant particles preparation was studied. The influence of grains distribution on the 
porous ceramics mechanical behaviour during compression was simulated with the use of finite 
element method.

Introduction – aim of research

Porous ceramics is a group of new and very interesting materials. It can 
be used for thermal insulation, filters, bio-scaffolds for tissue engineering, and 
preforms for composite fabrication (Hammel et al. 2014). 
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Mechaniczny, Wojskowa Akademia Techniczna, ul. Gen. Witolda Urbanowicza 2, 00-908 Warsza-
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Porous structure of ceramics can be prepared through many processing 
techniques. One technique is to simply sinter coarse powders or partially sin-
ter a green ceramic to hinder full densification (Hammel et al. 2014). Other 
traditional methods of fabricating porous ceramics can be divided into three 
basic processing techniques: replica; sacrificial template; and direct foaming 
as seen in Figure 1 (Studart et al. 2006). The development process influences 
the microstructure of the material, what was presented in Figure 2.

Fig. 1. Typical processing methods for the production of porous ceramics: a – replica technique, 
b – sacrificial template technique, c – direct foaming technique 

Source: after Studart et al. (2006).

One of the newest and most interesting applications is a usage of those 
materials for production of proppants for hydraulic fracturing of shale rocks 
(Petty 2010, Murphy 2013). The hydraulic fracturing is a method of gas 
recovery from unconventional reservoirs. A large amount of fracturing fluid 
(water or CO2) (Miedzińska et al. 2013) mixed with proppant (small particles 
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of natural sand or ceramics) is pumped into the wellbore and its pressure causes  
the rock cracking and gas release. After fracturing the fluid is removed from 
the developed cracks leaving the proppant supporting the fracture (Lo et al. 
2002), what was shown in Figure 3.

Fig. 3. Crack developed with hydraulic fracturing filled with fluid mixed with proppant

So it is obvious that the proppant should be characterized with high com-
pressive strength but must achieve the highest permeability of the crack. The 
most often used proppants are natural sands and solid ceramic spheres (Knez 
et al. 2013). The newest solution is the proppant made of cellular ceramics 
(Weaver et al. 2007). The example of such structure was shown in Figure 4. 
Such solution can improve the frack permeability but only in case of assuring 
the proper strength.

In the paper the main interest is directed to the grain porous ceramics which 
is used for proppant particles preparation. The numerical modelling of idealized 
microstructure of such material was presented to study the influence of grains 
distribution on the porous ceramics mechanical behaviour. 

Fig. 2. Porous ceramics microstructure: a – grain structure made by sintering, b – structure 
made by replication 

Source: a – after Kalita at al. (2003), b – after Walsh at al. (2005).
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Fig. 4. Porous ceramic proppant: a – proppant spheres, b – magnitude of porous structure  
of proppant sphere 

Source: after Weaver et al. (2007).

Research methodology – numerical models  
and analyses description

The research was carried out using finite element method. LS Dyna computer 
code for dynamic analyses were used. Explicit time integration – central difference 
scheme was applied. This method assesses the linear change in acceleration.  
It was developed on the base of the single degree of freedom damped system, 
where forces acting on mass m are: fs – elastic force, fI – inertia force, fD – damping 
forces, p(t) – external forces (Hallquist 2016).

The equations of equilibrium are obtained from d’Alambert’s principle:

	 fI + fD + fint = p(t)	 (1)

where:
	 fI = mü;	 𝑢̈𝑢 = 𝑑𝑑2𝑢𝑢

𝑑𝑑𝑡𝑡2   	 – acceleration,
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	 𝑓𝑓𝐷𝐷 = 𝑐𝑐𝑢̇𝑢 ;	 𝑢̇𝑢 = 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑  	 – velocity

	 fint = ku;	 u	  – displacement.

In the above equations c is the damping coefficient, and k is the linear 
stiffness.

The equations of motion for linear behaviour lead to linear ordinary differ-
ential equation:
	 𝑚𝑚𝑢̈𝑢 + 𝑐𝑐𝑢̇𝑢 + 𝑘𝑘𝑘𝑘 = 𝑝𝑝(𝑡𝑡) 	 (3)

but for the nonlinear case the internal force varies as a nonlinear function  
of the displacement, leading to the nonlinear formula:

	 𝑚𝑚𝑢̈𝑢 + 𝑐𝑐𝑢̇𝑢 + 𝑓𝑓int(𝑢𝑢) = 𝑝𝑝(𝑡𝑡) 	 (4)

Analytical solutions of linear ordinary differential equations are available, 
so instead one consider the dynamic response of linear system subjected to 
harmonic loading. Some commonly used terms can be defined as follows:

	 p(t) = p0 sin ωt	 –	harmonic loading,

	 𝜔𝜔 = √𝑘𝑘𝑚𝑚 	 –	circular frequency for single degree  
of freedom,

	 𝑓𝑓 = 𝜔𝜔
2𝜋𝜋 =

1
𝑇𝑇 	 –	 natural frequency, T – period,

	   = 𝑐𝑐
𝑐𝑐𝑐𝑐𝑐𝑐

= 𝑐𝑐
2𝑚𝑚𝑚𝑚 	 –	damping ratio,	

(5)

	 𝜔𝜔0 = 𝜔𝜔√1 − 2 	 –	damped vibration frequency,

	 𝛽𝛽 = 𝜔̅𝜔
𝜔𝜔 	 –	applied load frequency.

The closed form solution can be defined as:

	 𝑢𝑢(𝑡𝑡) = 𝑢𝑢0 cos𝜔𝜔𝜔𝜔 +
𝑢̇𝑢0
𝜔𝜔 sin𝜔𝜔𝜔𝜔 + 𝑝𝑝0

𝑘𝑘
1

1 − 𝛽𝛽2 (sin 𝜔̅𝜔𝑡𝑡 − 𝛽𝛽 sin𝜔𝜔𝜔𝜔) 	 (6)

with the initial conditions: initial displacement u0, initial velocity u̇0 and static 
displacement 𝑝𝑝0

𝑘𝑘  .
For nonlinear problems, only numerical solutions are possible. In the problem 

described in the paper the explicit central difference scheme, built in LS Dyna, 
were applied to integrate the equations of motions.
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To describe the central difference method the semi-discrete equations  
of motion at time n are defined as:

	 𝑀𝑀𝑎𝑎𝑛𝑛 = 𝑃𝑃𝑛𝑛 − 𝐹𝐹𝑛𝑛 + 𝐻𝐻𝑛𝑛  	 (7)

where M is the diagonal mass matrix, Pn accounts for external and body force 
loads, Fn is the stress divergence vector and Hn is the hourglass resistance. 
To advance to time tn+1, the central difference time integration is used in the 
following form:
	 𝑎𝑎𝑛𝑛 = 𝑀𝑀−1(𝑃𝑃𝑛𝑛 − 𝐹𝐹𝑛𝑛 + 𝐻𝐻𝑛𝑛) 	 (8)

	 𝑣𝑣𝑛𝑛+
1
2 = 𝑣𝑣𝑛𝑛−

1
2 + 𝑎𝑎𝑛𝑛∆𝑡𝑡𝑛𝑛 	 (9)

	 𝑢𝑢𝑛𝑛+1 = 𝑢𝑢𝑛𝑛 + 𝑣𝑣𝑛𝑛+
1
2∆𝑡𝑡𝑛𝑛+

1
2 	 (10))

where:

	 ∆𝑡𝑡𝑛𝑛+
1
2 = ∆𝑡𝑡𝑛𝑛 + ∆𝑡𝑡𝑛𝑛+1

2  	 (11)

and v and u are the global nodal velocity and displacement vectors, respectively. 
The geometry can be updated by adding the displacement increments to the 
initial geometry:
	 𝑥𝑥𝑛𝑛+1 = 𝑥𝑥0 + 𝑢𝑢𝑛𝑛+1 	 (12)

The modelling of porous ceramics can be found in literature. In Doltinis 
and Dattke (2001) a numerical model for microcrack formation and damage 
evolution in brittle porous solids under internal fluid pressure was presented. 
In Shchurova (2016), for the purpose of universality, ceramics grains and 
pores were modelled as six-sided subareas. In Sadowski and Samborski (2003) 
a mesomechanical modelling of porous polycrystalline ceramics subjected to 
different kinds of loading was presented.

Four types of geometry were used to simulate the grains distribution in po-
rous ceramics microstructure, called u1, u2, u3 and u4. The proposed models 
were designed to consider the various types of dense packing of sphere shaped 
grains in idealistic structure. Model u1 and u2 were built of 9 spheres packed 
regularly and hexagonally respectively (like in crystallographic net). Model 
u3 was a coupling of model u1 and u2, in which spheres in two bottom rows 
were distributed regularly and in two top rows – hexagonally. Model u4 was 
a modification of model u1 based on addition of smaller spheres in free spaces 
between existing ones, such as they are tangent to each other and allow to fill 
the space in more dense way. Those applied distributions resulted in different 
porosities and dimensions of the models what influenced the results presentation 
in relative manner. The models were presented in Figure 5.
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Fig. 5. Numerical models of porous ceramics microstructure: a – u1, b – u2, c – u3, d – u4

Solid hexagonal 4-nodal elements were used to developed the finite element 
mesh. The applied material model was *MAT_JOHNSON_HOLMQUIST_CE-
RAMICS which is useful when modeling brittle materials, such as ceramics, 
subjected to large pressures, shear strain and high strain rates. The model 
attempts to include the phenomena encountered when brittle materials are 
subjected to load and damage. The equivalent stress for a ceramic-type material 
is given by Hallquist (2016):

	 𝜎𝜎∗ = 𝜎𝜎𝑖𝑖∗ − 𝐷𝐷(𝜎𝜎𝑖𝑖∗ − 𝜎𝜎𝑓𝑓∗) 	 (13)

where:
	 𝜎𝜎𝑖𝑖

∗ = 𝑎𝑎(𝑝𝑝∗ + 𝑡𝑡∗)𝑛𝑛(1 + 𝑐𝑐 ln𝜀𝜀̇∗) 	 (14)

represents the intact, undamaged behavior,
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	 𝐷𝐷 =∑∆𝜀𝜀𝑝𝑝/𝜀𝜀𝑓𝑓
𝑝𝑝 	 (15)

represents the accumulated damage based upon the increase in plastic strain 
per computational cycle and the plastic strain to fracture:

	 𝜀𝜀𝑓𝑓
𝑝𝑝 = 𝑑𝑑1(𝑝𝑝∗ + 𝑡𝑡∗)𝑑𝑑2  	 (16)

and 
	 𝜎𝜎𝑓𝑓

∗ = 𝑏𝑏(𝑝𝑝∗)𝑚𝑚(1 + 𝑐𝑐 ln𝜀𝜀̇) ≤ SFMAX 	 (17)

represents the damaged behavior. In each case, the ‘*’ indicates a normalized 
quantity, the stresses being normalized by the equivalent stress at the Hugoniot 
elastic limit, the pressures by the pressure at the Hugoniot elastic limit and  
the strain rate by the reference strain rate (Hallquist 2016).

The material constants for Al2O3 were shown in Table 1.

Table 1
Material constants for Al2O3 (Cronin at al., 2003)

Parameter Value
Density [kg/m3] 3,226
Shear Modulus [GPa] 90.16
Strength Constants

A
B
C
M
N
Ref Strain Rate (EPSI)
Tensile Strength [GPa]
Normalized Fracture Strength 
HEL [GPa]
HEL Pressure [GPa]
HEL Vol. Strain
HEL Strength [GPa]

0.93
0.31
0.0
0.6
0.6
1.0
0.2
NA
2.79
1.46

0.01117
2.0

Damage Constants
D1
D2

0.005
1.0

Equation of State
K1 [GPa] (Bulk Modulus)
K2 [GPa]
K3 [GPa]
Beta

130.95
0
0

1.0

The boundary conditions were as follows: the model was stated on the rigid  
wall, compression was carried out with the displacing rigid wall (velocity  
v = 1 mm/ms), rigid walls also blocked the rest of walls of the model to simulate 
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the influence of the surrounding structure. The surface to surface contact with 
penalty function was applied. The static friction coefficient between ceramic 
faces and rigid wall and ceramic was 0.3 and dynamic one – 0.2.

Results and discussion

The results were shown as deformations in time step of 0, 0.5 and 1 ms 
(Fig. 6) and stress-strain curves (Fig. 7). It must be mentioned that stress was 
calculated on the base of initial cross-section of the polyhedron escribed on each 
model and reaction force in the base rigid wall. Strain was calculated on the 
base of initial height of the sample and displacement of the moving rigid wall.

Fig. 6. Deformations of porous ceramics microstructure numerical models during compression
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Fig. 7. Stress – strain charts for porous ceramics microstructure numerical models during 
compression test: a – u1, b – u2, c – u3, d – u4

To assess the differences between models the comparison stress – strain 
chart was prepared (Fig. 8). Also values of mass, porosity and maximum stress 
were compared in Figure 9.

Firstly, the differences in deformations between models were observed. They 
depended on the spheres distribution. For u1 model the damage begins in the 
middle of the sample, in u2 and u4 models – at the top and in u3 – at the bottom.

Also the stress-strain charts differed from each other. Even though the 
maximum stress appeared for the same strain for all samples (0.2), it must be 
noticed that the charts shape after that point reflected the microstructural 
specific behaviour for each spheres distribution. The most interesting example  
of this phenomenon can be seen for u4 chart, where two “peaks” of stress appeared 
– what was the result of small and big spheres damage.

Comparing the maximum stress values it was visible that the biggest one was 
for u4 distribution, when the smallest one – for u3. The biggest porosity value 
was for u1 sample, the smallest one – for u2. Considering mass – the biggest 
one was for u2 sample, the smallest one for u1.

However, the most important factors for assessing the porous ceramics for 
implementation as proppant material were maximum stress vs. porosity and max-
imum stress vs. mass ratios (marked as MS/P and MS/M accordingly) – shown 
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Fig. 8. Comparison of stress – strain characteristics for porous ceramics microstructure 
numerical models during compression test

Fig. 9. Comparison of mass, porosity and maximum stress values for porous ceramics 
microstructure numerical models during compression test: a – mass – comparison, b – porosity 

– comparison, c – maximum stress – comparison 
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in Table 2. The MS/P ratio is very important considering the fracture supporting 
ability of proppant (should be as big as possible) and gas flow through fracture  
(also as big as possible). The MS/M ratio reflected the ability of proppant to support 
the fracture versus its mass, which can be very important for the phenomenon  
of carrying the proppant by the fracking fluid to the fracture (the lightest prop-
pant is, the further it can be placed in the crack supporting the larger area  
of open fracture). In this case the best value of MS/P ratio (the smallest one) was 
observed for u3 sample, also acceptable for u1 one. But in the same time the u3 
and u1 samples were characterized by the worse MS/M ratio.

Table 2
Maximum stress vs. porosity and maximum stress vs. mass ratios  

(marked as MS/P and MS/M accordingly) for tested models

Model MS/P MS/M
u1 79.9 9.42
u2 139.6 7.98
u3 55.6 4.57
u4 126.8 9.75

Conclusions

The research presented in the paper was dedicated to study the influence  
of the grains distribution in porous ceramics on such material global mechan-
ical properties with mass and porosity consideration. The study was carried 
out using finite element method and idealistic models of described structures.

On the base of achieved results it can be concluded that the selection of the 
porous ceramics microstructure for the implementation as proppant material 
should be based on the needs of the fracturing process design, which depend on 
e.g. shale reservoir geological properties and the depth on which it is situated. 
Finally, it must be mentioned that the solid ceramics has two or three times 
bigger compression strength but does not allow to increase the gas flow in the 
wellbore. So the proppant selection also should be based on the strength re-
quirements for a fractured reservoir.
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A b s t r a c t

Effective diffusion coefficients (De) for different heavy-metal salts: Cd, Pb, Zn in calcium alginate 
beads were determined. Their values depend on the metal type, anion from the metal salt, and the 
alginate content in the beads. The results of calculations indicate a decrease in the values of De, 
caused by an increase in the alginate content in the alginate sorbent beads. This is in agreement 
with the mechanism of the diffusion process taking place in porous carriers. Experimental data 
were found to be in good agreement with the mathematical model, as indicated by high values  
of the correlation coefficient.

Nomenclature
As	 –	 biosorbent bead area [m2],
Ci	 –	 initial sorbate concentration in solution [g·L−1],
CL	 –	 sorbate concentration in solution at time t [g·L−1],
CS	 –	 sorbate concentration in sorbent pores at time t [g·L−1],
CS0	 –	 sorbate concentration in sorbent pores for t = 0 [g·L−1],
C∞	 –	 equilibrium concentration of sorbate in solution [g·L−1],
De	 –	 effective coefficient of sorbate diffusion in sorbent pores [m2/s],
Daq	 –	 coefficient of diffusion in dilute aqueous solution [m2/s],
K	 –	 partition ratio [–],
N	 –	 number of sorbent bead,
Pt	 –	 conductivity of solution after time t [µS],
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P∞	 –	 conductivity of solution after time ∞ [µS],
qn	 –	 a parameter, defined by Equation (5) [–],
r	 –	 bead radial coefficient,
R	 –	 sorbent bead radius [m],
t	 –	 time [s],
VL	 –	 volume of the solution which contains the sorbate [ml],
α	 –	 a parameter, defined by Equation (6) [–],
β	 –	 porosity [–],
φ	 –	 diffusion retardation coefficient [–],
τ	 –	 tortuosity factor [–].

Introduction

Heavy metals have a proven harmful effect on many forms of life. Lead and 
cadmium are known to be especially harmful to man and the environment 
(Meena et al. 2008). Wastewater that contains zinc is harmful for both irri-
gational and industrial applications (Lai et al. 2008). Lead, copper and zinc 
are generally present in water as a result of industrial pollution of rivers and 
reservoirs, and/or by dissolution of natural sources. The World Health Organi-
zation in the guidelines for drinking water has recommended a desirable limit 
concentration of 0.01 mg·L−1 for lead and 3 mg·L−1 for zinc. Cadmium com-
pounds are potentially carcinogenic to humans, being the recommended levels  
of 0.003 mg·L−1. The European Union Council Directive on water quality set 
the permissible levels in drinking water for Pb to 10 µmol·L−1 (2 mg·L−1) and 
for Cd to 5 µmol·L−1 (0.56 mg·L−1). 

Various methods have been suggested and applied for the removal of toxic 
heavy metals from aqueous solutions, such as chemical precipitation, evaporation, 
ion-exchange, adsorption, solvent extraction, electrolysis and reverse osmosis 
(Dhakal et al. 2005, Lai et al. 2008, Chand et al. 2009). These conventional 
processes face several constraints and have certain disadvantages like high cost, 
environmental impact, technical efficiency (Wang et al. 2016), generation of large 
volumes of sediment, problems with recycling and with the reuse of adsorbents or 
ion exchangers (Ghimire et al. 2003, Dhakal et al. 2005, Chand et al. 2009), 
that limit their use. Therefore, there is a growing interest in the search for low 
cost, easily available and environmentally friendly biologically-derived materials 
suitable for the efficient removal of these toxic substances (Lai et al. 2008, Iqbal, 
Saeed 2002). Biosorption, an alternative technology, is based on the properties 
of inactive and dead biomass, which can bind and concentrate hazardous ions 
from aqueous solutions (Ruiz et al. 2013). Biosorption on materials of natural 
origin seems to provide the most prospective results: in addition to being highly 
efficient, it enables elimination of the entire content of metal ions, even if they 
are present at very low concentrations in the liquid waste. Biosorption is based 
on sorbents in the form of readily available materials of natural origin or on 
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waste products arising in industry or agriculture: such sorbents have a high 
sorption capacity and are rather inexpensive, in comparison with high-priced 
synthetic sorbents. 

The process of sorption with biomass can be linked to various organic species, 
e.g. chitosan (Demey et al. 2017, Demey et al. 2018 b) or alginate.

Pollutants do not only include toxic, cancerogenic and mutagenic metals (such 
as cadmium, lead) but also metals of economic value (such as silver, gold, plat-
inum), therefore, possibilities of their recovery have become another important 
issue. Once again, biosorption has appeared to be efficacious though low-cost 
solution for the recovery of heavy metals. For the above reasons, sorption on 
materials of natural origin has become the subject of extensive studies (described, 
for instance, in: Volesky, Holan 1995, Hu et al. 1996, Veglio, Beolchi 1997, 
Kratochvil, Volesky 1998, Ecles 1999, Figueira et al. 2000, Volesky 2001, 
Jeon et al. 2002, Volesky 2003, Rincon et al. 2005, Papageorgiou et al. 2006, 
2008, Chojnacka 2010). The studies have demonstrated that marine algae, 
which are acquired at a rather low cost, have a considerable sorption capacity. 

Alginate as one of the major components of brown algae (Kawai, Murata 
2016), whose high affinity for heavy metals has been confirmed by many studies. 
The sorption properties of alginates have been investigated since 1990’s (Papa-
georgiou et al. 2006, 2008, Jang et al. 1990, 1991, Deans, Dixon 1992, Chen 
et al. 1993, Jang 1994, Lewandowski, Roe 1994, Jang et al. 1995a, 1995b, 
Chen et al. 1997, Konishi et al. 1998, Aksu et al. 1992, Ibanez, Umetsu 1999, 
2000, Veglio et al. 2002, Lai et al. 2008, Deze et al. 2012, Plazinski 2012, 
Nastaj et al. 2016). Alginates are linear copolymers of β-D-mannuronate (M) 
and α-L-guluronate (G) residues in (1→4)-linkage, arranged in a block-wise 
pattern along the linear chain (Davis et al. 2003). Alginates are biopolymers 
with high sorption capacity for heavy metals, even at low concentrations of the 
metals in solutions. Their sorption capacities are much higher than those of com-
monly used metal sorbents, such as active carbon (Papageorgiou et al. 2006). 
A very simple technology provides a biosorbent in the form of beads, which are 
easily separated from the sorbate solution. Moreover, alginate sorbents have the 
added advantage of being reusable after regeneration (typically, by means of a 
dilute acid solution) (Kwiatkowska-Marks et al. 2011a) with a simultaneous 
recovery of metals. Their other advantages also include: biodegradability, hy-
drophilicity and the presence of carboxylic groups (Arica et al. 2004). Owing 
to all these advantages, alginates are regarded as the most-promising category 
of biosorbents of heavy metals (Apel, Torma 1993, Nestle, Kimmich 1996, 
Papageorgiou et al. 2006, 2008).

The alginate biosorbents are typically prepared in the form of spherical 
beads of calcium alginate. In aqueous solutions, heavy metal ions show high-
er affinity and displace calcium ions, and are combined with the alginates. 
Sorption of metals takes place throughout the structure of the alginate beads, 
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therefore, they can be regarded as a porous ion exchanger of high permeability 
and capacity (Ibanez, Umetsu 1999, 2000). Moreover, they can be applied in 
identical process and equipment solutions as ion exchangers.

The sorption of metal ions on alginates takes place at a very fast rate and 
is only limited by diffusion phenomena. Therefore, according to the commonly 
accepted belief, the rate of sorption with this type of sorbent is limited by inter-
nal diffusion. In order to use the quantitative approach to the diffusive-mass 
movement within the porous beads having a complicated geometrical structure, 
the notion of effective diffusion coefficient, De, has been introduced. Since the 
rate of sorption on alginate beads is determined by the rate of diffusion in the 
sorbent pores, it is essential to know the effective diffusion coefficient to design 
the equipment. 

The effective diffusion coefficient, De, is connected with the diffusion co-
efficient for highly dilute aqueous solution, Daq, by the following relationship:

	 𝐷𝐷𝑒𝑒 =
𝐷𝐷𝑎𝑎𝑎𝑎 ⋅ 𝛽𝛽

𝜏𝜏  	 (1)

The tortuosity factor (τ) in the relationship takes into account the irregular 
shape, tortuosities, and variable bead pore sizes. Its values are typically in the 
range from 1 to 3 and can be found if porosity, β, is known. Formulas for calcu-
lating the tortuosity are presented in the paper Sobieski and Lipiński (2017).

In the case of alginate gels, it is convenient to use the diffusion retardation 
coefficient, φ:

	 𝜙𝜙 = 𝐷𝐷𝑒𝑒
𝐷𝐷𝑎𝑎𝑎𝑎

= 𝛽𝛽
𝜏𝜏  	 (2)

The value of the diffusion retardation coefficient is preferably not higher 
than 1 (φ = 1 means that De = Daq; and φ>1 means that De>Daq).

The rate of diffusion has hitherto been determined based on changes in 
sorbate concentration in the solution during the sorption process. Measurements 
of the diffusion coefficient can be made in either an open or a closed system.  
The closed system is used more often because of its simplicity and a much 
greater abundance of reference material for the diffusion coefficients, found 
for that system previously. Measurements of De can be performed regardless 
of the sorption process, by measuring the rate of diffusion from the beads into 
the solution. If, during the experiments, diffusion is accompanied by sorption, 
then the effective coefficient of diffusion in carriers is usually found using the 
shrinking core model (SCM) (Jang et al. 1991, Lewandowski, Roe 1994, Arau-
jo, Teixeira 1997) or the linear absorption model (LAM) (Chen et al. 1993, 
Araujo, Teixeira 1997, Papageorgiou et al. 2006). 

It should be noted that the effective diffusion coefficient calculating by SCM 
or by LAM method will provide different values of De. Moreover, LAM will fail in 
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the case of low concentrations of metals in solution (Papageorgiou et al. 2006). 
The SCM and LAM methods often provide unsatisfactory results (for instance, 
the calculated value of De is higher than the effective diffusion coefficient of the 
same metal in water), moreover, they are connected with the use of labor-con-
suming procedures in measuring the metal concentrations. 

The known calculation models have had numerous disadvantages, therefore, 
a new method of determination of the effective diffusion coefficient was proposed 
(Kwiatkowska-Marks et al. 2011b). Known as the conductometric method, it 
is based on measuring changes in the metal-salt solution conductivity (which 
depends on the solution’s concentration) and correlating them with the effective 
diffusion coefficient.

The main objectives of this research work are: 
–	preparation of calcium alginate beads from sodium alginate solution;
–	to determine by the conductometric method the effective diffusion coeffi-

cient for different heavy-metal salts: Cd, Zn and Pb in calcium alginate beads;
–	to determine the effect of the metal type, anion from the metal salt and 

the alginate content in the beads on the De value.

Materials and Methods

Reagents

The alginate beads were made of the sodium alginate from KELCO. Six 
different heavy-metal salts were examined: CdCl2, CdSO4, ZnCl2, ZnSO4, 
Zn(NO3)2, Pb(NO3)2.

Preparation of the alginate beads

Calcium alginate beads were prepared by dropwise addition of a viscous, 
aqueous sodium alginate solution to 0.05 mol·L−1 of CaCl2 solution. All the beads 
were prepared in the same way, only the concentration of the aqueous solution of 
sodium alginate was varied. During the gelation process, the sodium alginate 
reacted with the Ca ion from the CaCl2 solution and a cross-linked Ca-alginate 
was formed. The gelation process was continued for 0.5 hr. The beads were 
then placed in a new 0.05 mol·L−1 portion of CaCl2 for 24 hours to establish an 
equilibrium between the calcium ions that remained in the solution and those 
adsorbed by the beads. The resultant beads differed in their alginate gel contents 
(from 1.3 to 6.1 wt.%). The beads were kept in the refrigerator. 

The beads were washed with distilled water prior to the analysis to ensure 
the bead pores contained no calcium ions, otherwise, the solution’s conductivity 
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could be affected. The beads were then saturated with a selected heavy-metal 
salt for 24 hours. A 0.1 mol·L−1 solution of the selected heavy-metal salt solution 
was prepared and a suitable amount of calcium alginate beads was immersed 
in it. The solution was stirred with a magnetic stirrer. Conductivity of metal 
salts was determined using the microcomputer conductometer model CPC-551 
from ELMETRON. All the experiments were performed at a constant pH of 
the solution (5.0) into which the heavy-metal salts diffused, and at a constant 
temperature of 25°C± 0.5°C. 

The conductometric method for determination  
of effective diffusion coefficient

The LAM and SCM methods are based on the diffusion of metal ions from 
the solution into the beads and their sorption therein; therefore, the coefficient 
calculated according to LAM and SCM relates to the diffusion of the given metal 
ions. Conversely, a reversed situation takes place in the conductometric method: 
the biosorbent beads are saturated with the test metal salt and dropped into 
distilled water, where diffusion of the metal salt molecules from the bead pores 
into the solution containing the beads takes place. An increase in the metal salt 
content of the solution leads to an increase in the solution’s conductivity. In the 
conductometric method, conductivity of the solution into which the test metal 
salts diffuse is measured. The conductivity varies with the effective diffusion 
coefficient. The experiment is carried out for a diffusion in the closed system.

In modeling diffusion of the metal salts from the alginate bead pores into 
the solution, it was assumed that:

1.	The alginate beads are spheres with a radius, R. 
2.	The total volume of the beads is a sum of the solid volume and the pore 

volume. 
3.	During the diffusion, the pores are entirely filled with the aqueous solution 

of the metal salt. 
4.	Mass transport takes place only due to diffusion within the pores. 
5.	The metal salt concentration in water is uniform (the solution is 

homogeneous).
6.	The liquid volume does not change.
7.	Desorption of the metal ions from the alginate beads does not take place.
The metal salt diffusion in the alginate beads is a non-stationary process 

and, assuming that the effective diffusion coefficient is a constant value, it can 
be described with Fick’s second equation. When the homogeneous alginate beads 
are spherical, the general mass balance for the diffusion of substances in the 
spherical beads (for non-stationary state) takes the following form:
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∂𝐶𝐶𝑆𝑆
∂𝑡𝑡 = 𝐷𝐷𝑒𝑒 (

∂2𝐶𝐶𝑆𝑆
∂𝑟𝑟2 + 2

𝑟𝑟
∂𝐶𝐶𝑆𝑆
∂𝑟𝑟 ) 	 (3)

If N beads which contain the dissolved substance are immersed in a well 
stirred solution containing no sorbate and has a strictly defined volume, then 
the following initial and boundary conditions apply:

t = 0	 0<r<R	 CS =  const.
t = 0	 r>R	 CL = 0

t>0	 r = 0	
∂𝐶𝐶𝑠𝑠
∂𝑟𝑟 = 0 

t>0	 r = R	 𝑉𝑉𝐿𝐿
∂𝐶𝐶𝐿𝐿
∂𝑡𝑡 = 𝐾𝐾𝐴𝐴𝑠𝑠𝐷𝐷𝑒𝑒

∂𝐶𝐶𝑆𝑆
∂𝑟𝑟 |𝑟𝑟=𝑅𝑅 

Assuming that the sorbate is uniformly distributed within the bead and 
the beads are in equilibrium with the liquid phase, the rate of the sorbate’s 
diffusion from the sorbent beads into the solution is expressed by the following 
equation, describing the substrates’ diffusion outside the sphere in the closed 
system (Arnaud et al. 1992, Somers et al. 1989):

	 𝐶𝐶𝐿𝐿 = (
𝐶𝐶𝑆𝑆0
1 + 𝛼𝛼) {1 −∑ 6𝛼𝛼(𝛼𝛼 + 1)

9 + 9𝛼𝛼 + 𝑞𝑞𝑛𝑛2𝛼𝛼2 exp (−𝑞𝑞𝑛𝑛2
𝐷𝐷𝑒𝑒𝑡𝑡
𝑅𝑅2 )

∞

𝑛𝑛=1
} 	 (4)

Where qn represents positive, non-zero roots of Equation (5):

	 tg𝑞𝑞𝑛𝑛 =
3𝑞𝑞𝑛𝑛

3 + 𝛼𝛼𝑞𝑞𝑛𝑛2
 	 (5)

and parameter α is defined by Equation (6):

	 𝛼𝛼 = 3𝑉𝑉𝐿𝐿
4𝑁𝑁𝑁𝑁𝑅𝑅3𝐾𝐾 	 (6)

C∞ (the sorbate’s equilibrium concentration in the solution) is linked with CS0 
(sorbate’s concentration in the beads for t = 0) as follows:

	 𝐶𝐶∞ =
𝐶𝐶𝑆𝑆0

(1 + 𝛼𝛼) 	 (7)

therefore, Equation (4) can be described as follows:

	
𝐶𝐶𝐿𝐿
𝐶𝐶∞

= 1 −∑ 6𝛼𝛼(1 + 𝛼𝛼)
9 + 9𝛼𝛼 + 𝛼𝛼2𝑞𝑞𝑛𝑛2

⋅ exp (−𝑞𝑞𝑛𝑛2
𝐷𝐷𝑒𝑒𝑡𝑡
𝑅𝑅2 )

∞

𝑛𝑛=1
 	 (8)

By selecting suitable experimental conditions (α ≥100, which means that 
the sorbent sample volume is at least 100 times smaller than that of distilled 
water), it is possible to simplify Equation (8) into the form which was derived for 
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the open system (thus avoiding the troublesome calculation of the consecutive 
values of qn):

	
𝐶𝐶𝐿𝐿
𝐶𝐶∞

= 1 − 6
𝜋𝜋2∑

1
𝑛𝑛2 ⋅ exp (−

𝐷𝐷𝑒𝑒𝑛𝑛2𝜋𝜋2𝑡𝑡
𝑅𝑅2 )

∞

𝑛𝑛=1
 	 (9)

In the new, conductometric method, determination of the effective diffusion 
coefficient is based on measurements of conductivity of the solution into which 
the sorbate diffuses; therefore, assuming that dependence of conductivity on 
concentration is linear, the following equation is obtained (by transforming the 
non-stationary diffusion equation):

	
𝑃𝑃𝑡𝑡
𝑃𝑃∞

= 1 − 6
𝜋𝜋2∑

1
𝑛𝑛2

∞

𝑛𝑛=1
exp (−𝐷𝐷𝑒𝑒𝑛𝑛

2𝜋𝜋2𝑡𝑡
𝑅𝑅2 ) 	 (10)

where: 
Pt	 – conductivity of the solution after the time t,
P∞	– conductivity of the solution after the time ∞.

A strictly defined sample of alginate beads, saturated with the test metal salt 
was placed in a beaker filled with distilled water. The content of the beaker was 
thermostated and stirred vigorously to eliminate external diffusion resistance 
and provide an ideal mixing in the system. The metal salt molecules in the 
sorbent pores diffused into distilled water and the process rate was determined 
by the effective diffusion coefficient. An increase in the metal ion concentration 
in the solution was observed to lead to an increase in conductivity, as measured 
with the conductometer. The sorbent sample volume was more than 100 times 
smaller than that of distilled water and conductivity was in linear dependence on 
concentration, therefore, the effective diffusion coefficient was calculated using 
Equation (10). The amount of the beads, to be used for the test, depended on 
their diameter. After being saturated with the metal salt, the beads, of which the 

Fig. 1. Setup for determination of effective diffusion coefficient: 
A – to thermostat, B – from thermostat, C – conductometer; description in the text
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total volume was not higher than 1 ml, were dropped in 100 ml of distilled water 
while the magnetic stirrer and a stopper were started. A constant temperature 
of 25°C ± 0.5°C was maintained throughout the experiment. After a defined time 
(1, 2, 3, 4, 5, 10, 15, 20, 30, 40, 50, 60 min., etc., until the value of conductivity 
was constant), the solution’s conductivity was measured.

The setup for determination of the effective diffusion coefficient is shown  
in Figure 1. It was composed of a 120 ml beaker (2) containing distilled water and 
alginate beads (3), saturated with the test metal salt. A thermostated water jacket (1),  
magnetic stirrer (4), thermometer (5), and conductometer with electrode (6).

Results and Discussion

Conducted experiments confirmed that dependence of the solution’s conduc-
tivity on the given test-metal salt concentration is linear, and performed analysis 
enabled the authors to find that satisfactory accuracy of the results is obtained 
by using the initial 6 terms of Equation (10) for determination of the effective 
diffusion coefficient for the metal salt diffusion in the calcium alginate beads.

After measuring conductivity of the solution into which the test metal salt 
ions diffused from the beads, the measurement data were used for determination 
of the effective diffusion coefficient. The coefficient was calculated from Equa-
tion (10), using the Levenberg-Marquardt non-linear regression optimization 
procedure, incorporated in the SLIDE WRITE Plus software.

A typical dependence Pt/P∞ on the process duration is shown in Figure 2.
The value of effective diffusion coefficient depends on temperature and the 

alginate content in the biosorbent beads. According to the mechanism of diffusion 
in porous carriers, an increase in the alginate content in the beads leads to lower 

Fig. 2. Dependence of Pt/P∞ on the process duration for diffusion of cadmium sulfate from 
alginate beads with a dry weight of 1.5%
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values of De. Conversely, an increase in the process temperature contributes to 
an increase in the values of the effective diffusion coefficient. 

Sulfates, chlorides and nitrates of 3 heavy metals: Cd, Zn and Pb, were 
examined. The diffusion coefficients of all the heavy-metal salts for a highly 
dilute aqueous solution (Daq) for a temperature of 25°C were calculated using 
the Nernst equation.

Cadmium(II) salt diffusion

Table 1 and Figure 3 show the results of calculation for cadmium chloride 
and cadmium sulfate. The effect of alginate content in the biosorbent beads 
on the effective diffusion coefficient De and retardation coefficient φ is shown.

Table 1 
Dependence of effective diffusion coefficient on alginate content in beads for cadmium salts

Alginate content 
in beads 
[wt %]

Effective diffusion 
coefficient 

De⋅10-9 [m2/s]

Correlation 
coefficient 

r2

Retardation coefficient
𝜙𝜙 = 𝐷𝐷𝑒𝑒

𝐷𝐷𝑎𝑎𝑎𝑎
 

CdCl2 (Daq = 1.26⋅10-9 m2/s)
1.5 0.73 0.978 0.58
3.7 0.67 0.989 0.53
5.7 0.59 0.987 0.47

CdSO4 (Daq = 0.86⋅10-9 m2/s)
1.5 0.47 0.996 0.55
3.7 0.40 0.995 0.46
5.7 0.37 0.994 0.43

Fig. 3. Dependence of retardation coefficient on alginate content in beads for cadmium salts
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All the values of De, obtained by the conductometric method, are lower 
than the calculated diffusion coefficients in a highly dilute aqueous solution  
of the given this salt, Daq. As in the case of copper salts, the values of De 
were observed to decrease for increased alginate contents in the sorbent beads.  
The effective diffusion coefficients, as calculated for cadmium chloride, were 
higher than those for cadmium sulfate but, when compared with copper salts, 
the differences were slightly less pronounced (for instance, De,, calculated for 
1.5% calcium alginate in the case of CdSO4, was 35% lower in comparison with 
the value obtained for 1.5% alginate and the diffusion of CdCl2).

Both the retardation coefficient φ and the effective diffusion coefficient also 
depended on the alginate content in the beads; when the alginate content in the 
beads increased from 1.5% to 5.7%, the value of φ decreased by 19% and 22% 
for CdCl2 and CdSO4, respectively.

Also in this case, literature data (Tab. 2) indicated significant differences 
between the values of De, as obtained by the SCM (Klimiuk, Kuczajowska- 
-Zadrożna 2002) and LAM (Papageorgiou et al. 2006) methods.

Table 2
Values of effective diffusion coefficient for Cd(II) ions  

in the alginate beads according to literature

De⋅10-9 
[m2/s] φb

Environmental conditions
Source

pH temperature 
[°C]

Ci
[mg·L−1] other

0.30 0.42 no data no data 100
as calculated according to 
SCM sorbate: CdSO4
sorbent: 2% alginate beads

Klimiuk, Kucza-
jowska-Zadrożna 
(2002)

0.6 0.83 4.0 no data no data no data Volesky (2003)

1.9 2.64 4.5 25°C 100
as calculated according to 
LAM, sorbate: CdSO4
sorbent: 2% alginate beads

Papageorgiou et 
al. (2006)

4.5 6.26 4.5 25°C 100 sorbate: CdSO4
sorbent: 2% alginate beads

Papageorgiou et 
al. (2008)

0.0134 0.02 5.0 23°C 51 sorbate: Cd(NO3)2 Apel, Torma 
(1993)

0.208 0.29 4.0 20°C 33.7
as calculated according to 
LAM, sorbate: CdCl2⋅H2O
sorbent: alginate with 
polyethylenimine

Demey et al. 
(2018a)

b for Cd(II) ions at a temperature of 298 K: Daq = 0.719⋅10-9m2/s Volesky (2003).
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Zinc(II) salt diffusion

Diffusion was tested for 3 zinc salts: chloride, sulfate and nitrate. Tables 3 
shows the calculated values of the effective diffusion coefficient and the retar-
dation coefficient for all of the zinc(II) salts tested.

No information has been found in the literature on the effective coefficient 
of diffusion of zinc ions in the alginate beads. 

Also in this instance, all of the values of De, as obtained by the conduc-
tometric method, are lower than the diffusion coefficients in a given, highly 
dilute aqueous solution this salts (Daq). The retardation coefficient (Fig. 4) and  

Table 3
Dependence of effective diffusion coefficient on alginate content in beads for zinc salts

Alginate content 
in beads 
[wt %]

Effective diffusion 
coefficient 

De⋅10-9 [m2/s]

Correlation 
coefficient

r2

Retardation coefficient

𝜙𝜙 = 𝐷𝐷𝑒𝑒
𝐷𝐷𝑎𝑎𝑎𝑎

 

ZnCl2 (Daq = 1.25⋅10-9 m2/s)
1.5 0.77 0.977 0.62
3.7 0.73 0.982 0.59
5.7 0.66 0.982 0.53

ZnSO4 (Daq = 0.85⋅10-9 m2/s)
1.5 0.44 0.962 0.52
3.7 0.37 0.988 0.43
5.7 0.24 0.967 0.28

Zn(NO3)2 (Daq = 1.22⋅10-9 m2/s)
1.5 0.84 0.985 0.69
3.7 0.63 0.981 0.52
5.7 0.50 0.966 0.41

Fig. 4. Dependence of retardation coefficient on alginate content in beads for zinc salts



Technical Sciences	 22(1) 2019

	 Diffusion of Cd(II), Pb(II) and Zn(II) on Calcium Alginate Beads	 31

the effective diffusion coefficient were found to decrease with an increase in the 
alginate content in the beads. The lowest diffusion coefficients and the lowest 
retardation coefficients were obtained for zinc sulfate; the highest were obtained 
for zinc chloride.

Diffusion of lead nitrate

Lead nitrate was used for the tests because both lead sulfate and lead chloride 
are difficult dissolve in water. The results of calculation are shown in Table 4.

For lead nitrate, the retardation coefficient decreases with an increase in 
the alginate content in the beads, however, its decrease is not very pronounced 
because the alginate beads, of which the alginate content is nearly four times 
as high, have a retardation coefficient of just more than 13% lower (down from 
0.52 to 0.45).

No information has been found in the literature on the effective diffusion 
coefficient for lead ions in the alginate beads. 

Table 4
Dependence of the effective retardation coefficient on alginate content in the beads for lead salt

Alginate content 
in beads 
[wt %]

Effective diffusion 
coefficient 

De⋅10-9 [m2/s]
Correlation coefficient 

r2

Retardation coefficient

𝜙𝜙 = 𝐷𝐷𝑒𝑒
𝐷𝐷𝑎𝑎𝑎𝑎

 

Pb(NO3)2 (Daq =1.41⋅10-9 m2/s)
1.5 0.74 0.980 0.52
3.7 0.70 0.994 0.49
5.7 0.64 0.991 0.45

For all tested metal salts the value of the effective diffusion coefficient is 
affected by the metal salt anion. In the case of sulfates, the highest values of De 
were obtained for the Cu salts, the lowest – for the Zn sulfate. For the chlorides, 
the highest values of De were obtained also for Cu, and the lowest – for Cd;  
the values of De for Zn were not much higher than those calculated for Cd. For 
the nitrate salts, the lowest diffusion coefficients were those for chromium. 
Significantly higher values of De were recorded for zinc nitrate and the highest, 
with the exception of the 1.5% alginate beads, were those for lead nitrate.

Conclusions

The experimental results clearly indicate a decrease in the values of De, 
caused by an increase in the alginate content in the sorbent beads. This is in 
agreement with the mechanism of the diffusion process taking place in porous 
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carriers. Good agreement between the experimental data and the mathematical 
model was obtained, as shown by the high values of correlation coefficients.

The value of the effective diffusion coefficient is affected by the metal salt 
anion, therefore, it should also be taken into account in the calculations. 

All the values of De, obtained by the conductometric method, are lower than 
the calculated diffusion coefficients in highly dilute aqueous solution of the given 
this salt, Daq. More often than not, the condition is not satisfied in literature 
reports, especially in calculations by conventional methods (SCM, LAM). 

The conductometric method is simple and it provides good results in calcu-
lating the effective diffusion coefficients for heavy metals in alginate sorbents. 
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A b s t r a c t

The paper presents the use of modified silica gel for the production of im-
mobilized trypsin from bovine pancreas. Silica gel was modified with 3-ami-
nopropyltriethoxysilane, followed by glutaraldehyde. The influence of stirring 
time on activity of the prepared biocatalyst was determined for individual stages  
of the modification. Activity of both native and immobilized trypsin was meas-
ured using Kunitz method. At the temperature of 55℃ and pH 7.6 native and 
immobilized trypsin onto modified silica gel indicate optimum activity. The in-
fluence of multiple recycling and storage time on activity of immobilized trypsin 
was tested. After fourteen days of storage at the temperature of 4℃ immobilized 
trypsin exhibits 75% of its initial activity.
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Introduction

Trypsin (EC 3.4.21.4) is one of the most important digestive enzymes. Optimal 
pH for enzyme activity ranges between 7 and 9. The role of trypsin is hydrolysis 
of proteins. It causes certain peptide bonds to break, decreasing the number  
of allergenic proteins in hypoallergenic food production (Mohamad et al. 2015). 
Trypsin is also used to improve texture of fish products and tenderness of meat; 
to stabilize meat; for tissue culture (cleavage of proteins); for extraction of season-
ings and flavorings from vegetable and animal proteins (Gomez, Romero 2009) 

Application of native enzymes has following disadvantages: influence of en-
vironmental conditions on enzyme deactivation; difficulty in removing a sub-
strate from solution which may lead to contamination of the product. For this 
reason, enzyme immobilization on carriers may significantly contribute to cost 
reduction and improvement of the process, due to the reusability of the same 
portion (Endopeptidases: Advances in Research… 2012). 

Silica gel is among carriers used for immobilization enzymes (Gomez, Rome-
ro 2009, Sun et al. 2015). It is characterized by high mechanical strength, low 
cost and modifiability. Additionally, techniques of trypsin immobilization onto  
a carrier with the use of covalent bonds become increasingly common. Such 
method consists of forming a covalent bond between functional groups of the 
carrier and protein. This ensures that enzyme is rigidly attached to the surface 
of a carrier. Immobilization using such method involves several stages. Firstly, 
activation of the carrier is conducted by attaching a reactive group, then the en-
zyme attaches (Yang et al. 2010). Cross-linking agents can be glutaraldehyde and  
3-aminopropyltriethoxysilane (Shen et al. 2011).

Cellulose was also used as a trypsin immobilization carrier (Methods of En-
zymatic Analysis 2012). However, cellulose tends to be washed away in aqueous 
solutions during hydrolysis. Thus, silica gel was found to be a more effective 
carrier. Silica gel does not swell in aqueous environment, exhibits a decent me-
chanical strength, and is able to undergo a heat treatment. Shen et al. (2011) 
presented that surface modification of silica nanoparticle by aminopropyl groups 
(3-aminopropyltriethoxysilane) causes an increase in adsorption ability of bovine 
serum albumin (BSA), in comparison to unmodified silica nanoparticles. Yang 
et al. (2010) proved that activity of immobilized lipase on aminosilica gel activat-
ed by glutaraldehyde is greater compared to immobilized lipase without being 
activated by glutaraldehyde. Thus, modification of the gel has been carried out, 
using 3-aminopropyltriethoxysilane (3-APTES) and glutaraldehyde solutions. 
Figure 1 illustrates the process of trypsin immobilization on silica gel with  
the use of 3-aminopropyltriethoxysilane (3-APTES) and glutaraldehyde. 
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Fig. 1. The process scheme of trypsin immobilization with the use of 3-APTES  
and glutaraldehyde 

Major and most important source of protein in milk is casein (2.4-2.6%). 
Hydrolysis of proteins with the use of enzymes occurs in significantly milder 
temperature conditions. Due to selectivity of enzymes, the number of by products 
produced in hydrolyzed proteins is limited.

The aim of the study was to produce immobilized trypsin from bovine pan-
creas on modified silica gel in optimal conditions. Modification of silica gel by  
3-aminopropyltriethoxysilane (3-APTES) and glutaraldehyde in immobiliza-
tion process was applied for the first time. Activity of native and immobilized 
enzyme was measured using Kunitz’s method (Zhou et al. 2011, Salar et al. 
2017). Effects of temperature within the range of 35-75℃ and pH between  
3 and 9 on activity of native and immobilized trypsin on modified silica gel were 
determined. Reusability of the biocatalyst was also tested. 

Materials and Methods

For the enzyme assays, native enzymes or immobilized trypsin carrying  
the same amount of enzyme were used. In this study, all experiments were done 
triplicate, and the results are expressed as mean ± SD.
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Activity of native and immobilized trypsin

Trypsin enzyme activity was measured using modified Kunitz method.  
The reaction mixture was prepared as 0.2 ml enzyme solution or three biocatalyst 
(0.9-1 g) and 2 ml 1% casein in 0.1 M  phosphate buffer (pH 7.6). After incubation 
at 55°C for 20 min, 3 ml trichloroacetic acid solution was added to terminate 
the reaction. After that, the mixture was incubated at room temperature for  
10 min. Samples were centrifuged at 12,000 rpm for 10 min. The absorbance 
values were measured spectrophotometrically at 280 nm. One unit of enzyme 
activity was defined as the amount of enzyme that produced 1 μmol tyrosine 
per minute under the assay conditions. Activity retention for the immobilized 
trypsin was determined by the ratio between the activity of the immobilized 
trypsin and the activity of a similar amount of the free enzyme. Relative activity 
trypsin was determined according to equation 1:

	 Relative activity = (A/Amax.)·100%	 (1)

where: 
A 	 – the measured activity trypsin,
Amax.	– the activity of trypsin in optimum conditions.

Relative activity was also presented by Caramori et al. (2010),  Monteiro 
and Silva (2007), Sun et al. (2015), Yang et al. (2010) for activity immobilized 
and native trypsin. 

Process of trypsin immobilization

10 g of silica gel was weighed and added to 50 ml 10% 3-aminopropyltri-
ethoxysilane solution. Mixture was being stirred at temperature of 50℃ for 
specified time. The influence of stirring time (15 min, 30 min, 60 min, 120 min) 
on immobilized trypsin activity was tested. Modified 3-APTES silica gel was 
washed by 0.1 M phosphate buffer (pH 7.6). Then, silica gel was stirred with 
25 ml 2.5% glutaraldehyde solution at 25℃. The influence of stirring time with 
glutaraldehyde within the range of 15–120 min on activity of immobilized en-
zyme was tested. Such modified silica gel was added to 20 ml of native trypsin 
solution with a concentration of 0.3 mg/ml. The effects of stirring time within 
the range of 15–120 min at temperature of 25℃ of activated silica gel with native 
trypsin solution on immobilized trypsin activity were tested. 



Technical Sciences	 22(1) 2019

	 Application of Modified Silica Gel in the Process of Trypsin Immobilization 	 39

The effect of temperature and pH on activity  
of native and immobilized trypsin

The optimum temperature was determined by incubating native and im-
mobilized trypsin 0.1 M phosphate buffer pH 7.6 at temperatures in the range 
35–75°C for 20 min. At the end of the time, 3 ml trichloroacetic acid solution 
was added to terminate the reaction and the enzyme activity of each sample 
was determined.

The effect of pH on trypsin activity was measured at 55°C over a range of pH 
3.0–9.0. For pH 3.0 a citric acid-sodium dihydrogen phosphate buffer was used, 
and between pH 6.0 and 9.0, the activity was determined in 0.1 M phosphate 
buffer. To analyze the effect of pH on trypsin stability, the enzyme solutions were 
incubated in buffers (0.2 ml enzyme solution or three biocatalyst) of varying pH 
values (3.0–9.0) for 20 min at 55°C. Residual activity was determined under 
optimum conditions (phosphate buffer, pH 7.6, 55°C).

Repeated uses and storage stability of immobilized trypsin

Hydrolysis of casein by immobilized trypsin was carried out at temperature 
of 55℃ and pH equal to 7.6. After incubation at 55℃ for 20 min, activity was 
determined, and immobilized trypsin on silica gel was placed into 1% casein 
solution. 

The storage stability at the temperature of 4℃ on activity of immobilized 
trypsin was tested. Biocatalyst was stored for 14 days. Measurements were 
taken at temperature of 55℃ and pH equal to 7.6. Hydrolysis of casein was 
carried out on the day of immobilized trypsin production as well as after 1, 3, 
7, 10 and 14 days of storage. 

Results and discussion

This study aimed to optimize production of immobilized trypsin from bovine 
pancreas on silica gel. Table 1 presents the effect of activation time of silica gel 
by 10% 3-APTES solution on immobilized trypsin activity. Extension of stirring 
time from 15 min to 120 min causes a 40% increase in enzyme activity. 

The effect of activation time of silica gel by 2.5% glutaraldehyde solution on 
immobilized trypsin activity is presented in Table 1. Extension of stirring time 
to 120 min causes a 20% increase in enzyme activity.

The effect of activation time by trypsin solution on activity was also tested 
(Tab. 1), in order to optimize the production of immobilized trypsin. 
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Table 1
Relative activity of immobilization trypsin at different activation time

Activity of immobilization trypsin [%]
Activation time 15 min 30 min 60 min 120 min

I step – 10% 3-APTES
62 70 87 100

II step – 2.5% glutaraldehyde
81 85 88 100

III step – solution of trypsin
81 83 88 100

The temperature profile of free and immobilized trypsin was determined by 
incubating trypsin with casein solution at different temperatures (35–70°C). 
Figure 2 presents the effect of temperature on activity of tested native and im-
mobilized trypsin. The optimal temperatures for both native and immobilized 
trypsin were similar (55°C for both). 

Fig. 2. The effect of temperature on activity of native and immobilized trypsin  
(t = 20 min, pH 7.6)

The relative activities of free and immobilized enzyme at different tempera-
tures were normalized to that of 55°C. At the temperature of 65℃ immobilized 
trypsin activity is more than 35% greater that activity of native trypsin, sug-
gesting that biocatalyst is more tolerant to inactivation at high temperature. 
Studies influence of temperature on immobilized trypsin activity are comparable 
to the results achieved by Monteiro and Silva (2007). Those experimentals for 
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temperature within the range of 25°C to 65°C indicate that immobilized trypsin 
on silica at 65°C possesses higher activity values, compared to the activity  
of native trypsin. This proves that biocatalyst obtained through the immobili-
zation process is more resistant to temperature conditions. 

The variation of pH in the reaction medium can affect the stability of the 
enzyme and, consequently, its activity. The effects of reaction pH on the activ-
ities of immobilized trypsin were studied and compared with those for the free 
trypsin. Activity of immobilized and native trypsin for pH between 3 and 9 during 
hydrolysis of milk proteins was assayed. As can be seen, both free and immobi-
lized trypsin had their highest activities at pH 7.6, which is the “optimum pH” 
value of trypsin (Fig. 3). In the whole of the pH range studied  the immobilized 
trypsin maintained its activity better than the native trypsin. Immobilized 
trypsin at pH 3 and 9 exhibited greater activity compared to native trypsin, 
by 30% and over 20% respectively. Possibly, the covalent interaction between 
the silica gel-(3-APTES)-glutaraldehyde nanoparticles and trypsin increased 
the rigidity of the trypsin molecules, inhibiting the extensional distortion and 
nonspecific aggregation of the trypsin molecules, thus allowing them to better 
resist the effect of pH change.

Fig. 3. The effect of pH on activity of native and immobilized trypsin

Moreover, the reusability of immobilized trypsin for hydrolysis of milk proteins 
was assayed. Reusability is one of the best advantages of enzyme immobilization. 
The reusability of immobilized trypsin was shown (Fig. 4). 

Three different samples of immobilized trypsin were repeatedly used at least 
8 times, and they all kept similarly high activity during such use. All of the 
results suggest that the immobilized trypsin displayed very good reusability. 
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Fig. 4. Repeated uses of immobilized trypsin 

During the test eight cycles were performed. In the cycles 2-5, activity of im-
mobilized trypsin was 80%. In the cycles 6-8 it was equal to approximetly 60%.

The effect of storage time at 4℃ of immobilized trypsin on silica gel on 
activity was tested (Fig. 5). After 1, 3 and 14 days the activity decreased by 
approximetely 2%, 20% and 25% respectively. 

Fig. 5. The storage stability at the temperature of 4℃ on activity of immobilized trypsin
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Conclusions

The aim of the study was to produce immobilized trypsin from bovine pancreas 
on modified silica gel in optimal conditions. Optimal conditions for production 
of immobilized trypsin on modified silica gel are as follows: activation time  
of 10% 3-aminopropyltriethoxysilane solution, 2.5% glutaraldehyde solution and 
trypsin solution is 120 minutes for each of the solutions. The trypsin immo-
bilization on modified silica gel coating obtained higher thermal stability in 
temperature 65°C than native trypsin. Also, excellent reusability and long time 
storage in temperature of 4°C the immobilized trypsin illustrate the potential 
of this system of trypsin immobilized on silica gel for enzyme hydrolysis.
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A b s t r a c t

The present paper discusses steady MHD second order slip flow and heat transfer for a slightly 
rarefied gas due to an impermeable stretching sheet with heat flux and internal heat generation. 
By using the Lie group analysis, new similarity transformations are obtained. Employing these 
transformations, allows the partial differential equations governing the problem to transform into  
a system of ordinary differential equations which are later treated numerically using shooting 
method. Effects of the governing parameters on the dimensionless velocity and dimensionless 
temperature profiles are outlined graphically. Furthermore, results for the local skin-friction co-
efficient and the local Nusselt number are presented for some different values of the governing 
parameters in a tabular form. Also, results show that there is a strong dependency of the dimen-
sionless temperature on the heat flux. 
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Introduction

Of late, there has been a significant interest on the study of rarefied gas flows 
over a stretching sheet to obtain a thorough cognition for their behaviors and 
their various applications. Motivated by (Fang, Aziz 2010), we are interested in 
acquiring the knowledge of heat transfer characteristics for the rarified MHD 
gas flow over a stretching sheet with heat flux and internal heat generation. 
The micro-electro-mechanical systems (MEMS) have an immense interest be-
cause in these systems, the slip flow regime and its behavior must be treated 
as a rarefied gas flow (Fang, Aziz 2010). Also, for problems with low density, 
the fluid can be also treated as a rarefied gas flow, for example, in outer space 
applications (Shidlovskiy 1967). The behavior of a rarefied gas flow can be 
determined by the Knudsen number Kn which defined as (𝐾𝐾𝑛𝑛 =

𝜆𝜆𝑒𝑒
𝐷𝐷𝑒𝑒

 ) the mean 

free path (λe) divided by a characteristic length (De) for the flow. When Knudsen 
number is very small, no slip is observed between the surface and the fluid. 
Also, when Knudsen number lies in the range 0.001 to 0.1, slip occurs at the 
surface fluid interaction and the Navier-Stokes equations with the slip bound-
ary conditions become applicable. But, for large values of Knudsen number, the 
Navier-stokes equations are not applicable and the kinetic theory of gases must 
be employed (Mahmoud 2012). For the accurate prediction of gas flow and heat 
transfer in many applications second order slip boundary condition is critical. 
So, a significant amount of research on the fluid flow and heat transfer caused 
by stretched surfaces with second order slip under different conditions and in 
the presence of various physical effects has been reported (Fang et al. 2010, 
Khader, Megahed 2014).

In our study, we will use the Lie-group method to derive the similarity 
solutions for our proposed problem. Lie group method is one of the most pow-
erful methods in order to determine particular solutions of partial differential 
equations. It reduces the number of the independent variables of the partial 
differential equations under consideration and keeps the system of equations and 
associated initial and boundary condition invariant. The basic concepts of Lie 
group method can be found in Books (Olver 1986, Ibragimov 1994). In the field 
of viscous fluids there are many papers dealing with aspect of Lie group method. 
In 2001, Yürüsoy et al. presented exact solution of boundary layer equations 
for non-Newtonian fluids by using Lie group method. Lie group method used to 
study both problems of natural convection heat and mass transfer flow past an 
inclined plate for various parameters by (Sivasankaran et al. 2006). Likewise, 
in 2010, Mekheimer et al. (2010) studied the Lie group analysis and similarity 
solutions for a couple stress fluids with heat transfer. The similarity reductions 
for the problem of heat and mass transfer over a moving porous plate with hy-
drodynamic slip and thermal convective boundary conditions were investigated 
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by (Hamad et al. 2012). By using the Lie group method (Mina, Amin 2014) 
studied the nonlinear inviscid flows with a free surface under gravity. Also 
(Hossan 2015) applied lie group method to study the boundary layer flow and 
heat transfer of an electrically conducting viscous fluid over a stretching sheet. 
Thus, the main aim of the present work is to study the effects of heat flux and 
internal heat generation on the MHD flow and heat transfer for a rarefied gas 
over a stretching sheet with second order slip velocity.

Mathematical formulation

Let us consider a two-dimensional laminar MHD flow of slightly rarefied 
gas over a stretching sheet which exposed to a heat flux and internal heat 
generation in the presence of second order slip effect. The origin is located at  
a slit, through which the sheet is drawn through the fluid medium. The x-axis is 
chosen along the plane of the sheet and the y-axis is taken normal to the plane. 
We assume that the surface starts stretching from rest with the velocity  uw  
and temperature distribution Tw and the temperature of the fluid at the am-
bient is T∞. On the other hand, the gas fluid is assumed to be an electrically  
conducting in the presence of a uniform magnetic field applied normal to  
the sheet, and the induced magnetic field is neglected under the approximation 
of small Reynolds number.

So, the governing equations of steady boundary layer flow are based on the 
continuity, momentum and the energy equations taking into account the effect 
of heat generation and magnetic field, which are given as :

	
∂𝑢̄𝑢
∂𝑥̄𝑥 +

∂𝑣̄𝑣
∂𝑦̄𝑦 = 0 	 (1)

	 𝑢̄𝑢 ∂𝑢̄𝑢∂𝑥̄𝑥 + 𝑣̄𝑣 ∂𝑢̄𝑢∂𝑦̄𝑦 = 𝜇𝜇
𝜌𝜌
∂2𝑢̄𝑢
∂𝑦̄𝑦2 −

𝜎𝜎𝐵̄𝐵0
2(𝑥̄𝑥)
𝜌𝜌 𝑢̄𝑢 	 (2)

	 𝑢̄𝑢 ∂𝑇𝑇∂𝑥̄𝑥 + 𝑣̄𝑣 ∂𝑇𝑇∂𝑦̄𝑦 = 𝜅𝜅
𝜌𝜌𝑐𝑐𝑝𝑝

∂2𝑇𝑇
∂𝑦̄𝑦2 +

𝑄𝑄(𝑥̄𝑥)
𝜌𝜌𝑐𝑐𝑝𝑝

(𝑇𝑇 − 𝑇𝑇∞) 	 (3)

with boundary conditions

	 𝑦̄𝑦 = 0: 𝑢̄𝑢 = 𝑢̄𝑢𝑤𝑤(𝑥̄𝑥) + 𝑎𝑎(𝑥̄𝑥) ∂𝑢̄𝑢∂𝑦̄𝑦 + 𝑏𝑏(𝑥̄𝑥) ∂
2𝑢̄𝑢

∂𝑦̄𝑦2 , 𝑣̄𝑣 = 0, −𝜅𝜅 ∂𝑇𝑇∂𝑦̄𝑦 = 𝑞̄𝑞𝑠𝑠(𝑥̄𝑥), 	 (4) 

	 𝑦̄𝑦 → ∞: 𝑢̄𝑢 → 0, 𝑇𝑇 → 𝑇𝑇∞ 	 (5) 
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Introducing the non-dimensional parameters:

( ) ,)(,
)(

,Re)()(

,
Re

,Re,,Re,

00

00

U
xuu

xq
TT

Q
xQxQ

qLq
U
vv

U
uu

L
yy

L
xx

w
w

s

s
s

=
−

==

=====




 

( ) ,)(,
)(

,Re)()(

,
Re

,Re,,Re,

00

00

U
xuu

xq
TT

Q
xQxQ

qLq
U
vv

U
uu

L
yy

L
xx

w
w

s

s
s

=
−

==

=====




 	 (6) 

where Re =𝐿𝐿𝑈𝑈0
𝜈𝜈   is the Reynolds number, U0, L are the characteristic velocity 

and the characteristic length.

Use 𝑢𝑢 = ∂𝜓𝜓
∂𝑦𝑦  , 𝑣𝑣 = −∂𝜓𝜓∂𝑥𝑥   we get

	 𝐻𝐻1 =
∂𝜓𝜓
∂𝑦𝑦

∂2𝜓𝜓
∂𝑦𝑦 ∂𝑥𝑥 −

∂𝜓𝜓
∂𝑥𝑥

∂2𝜓𝜓
∂𝑦𝑦2 −

∂3𝜓𝜓
∂𝑦𝑦3 + 𝑀𝑀*𝐵𝐵02(𝑥𝑥)

∂𝜓𝜓
∂𝑦𝑦 = 0 	 (7)

	 𝐻𝐻2 =
1

𝑞𝑞𝑠𝑠(𝑥𝑥)
𝑑𝑑𝑞𝑞𝑠𝑠
𝑑𝑑𝑑𝑑

∂𝜓𝜓
∂𝑦𝑦 𝜃𝜃 +

∂𝜓𝜓
∂𝑦𝑦

∂𝜃𝜃
∂𝑥𝑥 −

∂𝜓𝜓
∂𝑥𝑥

∂𝜃𝜃
∂𝑦𝑦 −

1
𝑃𝑃𝑃𝑃

𝜕𝜕2𝜃𝜃
𝜕𝜕𝑦𝑦2 + γ*Q(x)θ = 0	 (8)

The boundary conditions (4) and (5) will be

	 𝑦𝑦 = 0; ∂𝜓𝜓
∂𝑦𝑦 = 𝑢𝑢𝑤𝑤(𝑥𝑥) + 𝑎𝑎*(𝑥𝑥) ∂

2𝜓𝜓
∂𝑦𝑦2 + 𝑏𝑏*(𝑥𝑥) ∂

3𝜓𝜓
∂𝑦𝑦3 ,

∂𝜓𝜓
∂𝑥𝑥 = 0, ∂𝜃𝜃∂𝑦𝑦 = −1 	 (9)

	 𝑦𝑦 → ∞; ∂𝜓𝜓
∂𝑦𝑦 → 0, 𝜃𝜃 → 0 	 (10)

where ).(Re)(),(Re)(,, **** xb
L

xbxa
L

xa
Uc

L
U
LM

p

====






 

Symmetry analysis and infinitesimal generators

In this section, we apply the techniques of Lie group theory to the equations 
(7) and (8). Details of the theory can be found in (Olver 1986, Ibragimov 1994). 
To perform this task, we consider the one-parameter (ε) Lie group of infinitesimal 
transformation in (x, y, ψ, θ) which given by :

𝑥̄𝑥 = 𝑥𝑥 + 𝜀𝜀𝜉𝜉1(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃) + 𝑜𝑜(𝜀𝜀2) 

𝑦̄𝑦 = 𝑦𝑦 + 𝜀𝜀𝜉𝜉2(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃) + 𝑜𝑜(𝜀𝜀2) 

𝜓̄𝜓 = 𝜓𝜓 + 𝜀𝜀𝜂𝜂1(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃) + 𝑜𝑜(𝜀𝜀2) 

	 𝜃̄𝜃 = 𝜃𝜃 + 𝜀𝜀𝜂𝜂2(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃) + 𝑜𝑜(𝜀𝜀2) 	 (11) 

here (ξ1, ξ2, η1, η2) are the infinitesimal transformation of the variables x, y, ψ, θ.
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The corresponding infinitesimal generator of Lie group is

	 𝑉𝑉 = 𝜉𝜉1
∂
∂𝑥𝑥 + 𝜉𝜉2

∂
∂𝑦𝑦 + 𝜂𝜂1

∂
∂𝜓𝜓 + 𝜂𝜂2

∂
∂𝜃𝜃 .	 (12)

Now, the infinitesimal transformations ξ1, ξ2, η1 and η2 can be determined 
from the following invariance conditions:

	 𝑉𝑉(3) |𝐻𝐻𝑖𝑖|𝐻𝐻𝑖𝑖=0 = 0, 𝑖𝑖 = 1,2 	 (13) 

here: Hi = 0, i = 1, 2 represent the equations (7) and (8) , V(3) is the third prolon-
gation of infinitesimal generator V and V(3) is given by

	 ,1221

12211
)3(

yyy
yyy

yy
yy

xx
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yy
yy
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y
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xVV
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
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	 (14) 

where η1x, η1y, η1xx, η1yy, η2x, η2y, η2yy and η1yyy, can be calculated from  
the following equations:
𝜂𝜂1𝑥𝑥 = 𝐷𝐷𝑥𝑥(𝜂𝜂1) − 𝜓𝜓𝑥𝑥𝐷𝐷𝑥𝑥(𝜉𝜉1) − 𝜓𝜓𝑦𝑦𝐷𝐷𝑥𝑥(𝜉𝜉2), 𝜂𝜂1𝑦𝑦 = 𝐷𝐷𝑦𝑦(𝜂𝜂1) − 𝜓𝜓𝑥𝑥𝐷𝐷𝑦𝑦(𝜉𝜉1) − 𝜓𝜓𝑦𝑦𝐷𝐷𝑦𝑦(𝜉𝜉2), 

𝜂𝜂2𝑥𝑥 = 𝐷𝐷𝑥𝑥(𝜂𝜂2) − 𝜃𝜃𝑥𝑥𝐷𝐷𝑥𝑥(𝜉𝜉1) − 𝜃𝜃𝑦𝑦𝐷𝐷𝑥𝑥(𝜉𝜉2), 𝜂𝜂2𝑦𝑦 = 𝐷𝐷𝑦𝑦(𝜂𝜂2) − 𝜃𝜃𝑥𝑥𝐷𝐷𝑦𝑦(𝜉𝜉1) − 𝜃𝜃𝑦𝑦𝐷𝐷𝑦𝑦(𝜉𝜉2), 

𝜂𝜂1𝑥𝑥𝑥𝑥 = 𝐷𝐷𝑥𝑥(𝜂𝜂1𝑥𝑥) − 𝜓𝜓𝑥𝑥𝑥𝑥𝐷𝐷𝑥𝑥(𝜉𝜉1) − 𝜓𝜓𝑦𝑦𝑦𝑦𝐷𝐷𝑥𝑥(𝜉𝜉2), 𝜂𝜂1𝑦𝑦𝑦𝑦 = 𝐷𝐷𝑦𝑦(𝜂𝜂1𝑦𝑦) − 𝜓𝜓𝑥𝑥𝑥𝑥𝐷𝐷𝑦𝑦(𝜉𝜉1) − 𝜓𝜓𝑦𝑦𝑦𝑦𝐷𝐷𝑦𝑦(𝜉𝜉2), 

),()()(),()()( 21222122  yyyyxyyyyyxyxxxxxxxx DDDDDD −−=−−=  

𝜂𝜂1𝑥𝑥𝑥𝑥 = 𝐷𝐷𝑥𝑥(𝜂𝜂1𝑥𝑥𝑥𝑥) − 𝜓𝜓𝑦𝑦𝑦𝑦𝐷𝐷𝑥𝑥(𝜉𝜉1) − 𝜓𝜓𝑦𝑦𝑦𝑦𝐷𝐷𝑥𝑥(𝜉𝜉2), 

	 𝜂𝜂1𝑦𝑦𝑦𝑦𝑦𝑦 = 𝐷𝐷𝑦𝑦(𝜂𝜂1𝑦𝑦𝑦𝑦) − 𝜓𝜓𝑥𝑥𝑥𝑥𝑥𝑥𝐷𝐷𝑦𝑦(𝜉𝜉1) − 𝜓𝜓𝑦𝑦𝑦𝑦𝑦𝑦𝐷𝐷𝑦𝑦(𝜉𝜉2) 	 (15)

where Dx, Dy are the operators of total differentiation with respect to x and y, 
respectively. By applying the third prolongation (14) to the original equations 
(7) and (8), we get

 	
𝜂𝜂1𝑦𝑦𝜓𝜓𝑥𝑥𝑥𝑥 + 𝜂𝜂1𝑥𝑥𝑥𝑥𝜓𝜓𝑦𝑦 − 𝜂𝜂1𝑥𝑥𝜓𝜓𝑦𝑦𝑦𝑦 − 𝜂𝜂1𝑦𝑦𝑦𝑦𝜓𝜓𝑥𝑥 − 𝜂𝜂1𝑦𝑦𝑦𝑦𝑦𝑦 +𝑀𝑀*𝐵𝐵2(𝑥𝑥)𝜂𝜂1𝑦𝑦 + 2𝑀𝑀*𝜉𝜉1

𝑑𝑑𝑑𝑑(𝑥𝑥)
𝑑𝑑𝑑𝑑 = 0, 

		
		  (16)

( 𝑑𝑑
𝑑𝑑𝑑𝑑 (

1
𝑞𝑞𝑤𝑤(𝑥𝑥)

𝑑𝑑𝑞𝑞𝑤𝑤
𝑑𝑑𝑑𝑑 )) 𝜉𝜉1𝜓𝜓𝑦𝑦𝜃𝜃 +

1
𝑞𝑞𝑤𝑤(𝑥𝑥)

𝑑𝑑𝑞𝑞𝑤𝑤
𝑑𝑑𝑑𝑑 𝜂𝜂2𝜓𝜓𝑦𝑦 +

1
𝑞𝑞𝑤𝑤(𝑥𝑥)

𝑑𝑑𝑞𝑞𝑤𝑤
𝑑𝑑𝑑𝑑 𝜂𝜂1𝑦𝑦𝜃𝜃 + 𝜂𝜂1𝑦𝑦𝜃𝜃𝑥𝑥 + 

	
𝜂𝜂2𝑥𝑥𝜓𝜓𝑦𝑦 − 𝜂𝜂1𝑥𝑥𝜃𝜃𝑦𝑦 − 𝜂𝜂2𝑦𝑦𝜓𝜓𝑥𝑥 −

1
Pr 𝜂𝜂2𝑦𝑦𝑦𝑦 − 𝛾𝛾*𝜉𝜉1

𝑑𝑑𝑑𝑑(𝑥𝑥)
𝑑𝑑𝑑𝑑 𝜃𝜃 − 𝛾𝛾*𝑄𝑄(𝑥𝑥)𝜂𝜂2 = 0 

	 (17)
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Substituting about η1x, η1y, η2x, η2y, η1xy, η1yy, η2yy and η1yyy from equa- 
tions (15) into equations (16), (17) and setting the coefficients involving ψx, ψy, 
ψxx, ψyy, ψxy, ψxyy, ψyyy, θx, θy, θxy, θxx, θxy, θyy, and various products to zero which 
may be leads to a system of coupled partial differential equations. So, we have: 

	 𝜉𝜉1 = 𝑑𝑑1 + 𝑑𝑑2𝑥𝑥, 𝜉𝜉2 = 𝑑𝑑3𝑦𝑦 + 𝐹𝐹(𝑥𝑥), 𝜂𝜂1 = (𝑑𝑑2 − 𝑑𝑑3)𝜓𝜓, 𝜂𝜂2 = 𝑑𝑑3𝜃𝜃 	 (18)

where d1, d2 and d3 are arbitrary constants and F(x) is an arbitrary functions 
depends on x. The functions B(x), qw(x) and Qw(x) are to be determined from the 
following equations:

	 𝑑𝑑𝑑𝑑(𝑥𝑥)
𝑑𝑑𝑑𝑑 + ( 𝑑𝑑3

𝑑𝑑1 − 𝑑𝑑2𝑥𝑥
)𝐵𝐵(𝑥𝑥) = 0,    𝑑𝑑𝑑𝑑

(𝑥𝑥)
𝑑𝑑𝑑𝑑 + ( 2𝑑𝑑3

𝑑𝑑1 − 𝑑𝑑2𝑥𝑥
)𝑄𝑄(𝑥𝑥) = 0,  

𝑑𝑑𝑞𝑞𝑠𝑠(𝑥𝑥)
𝑑𝑑𝑑𝑑 − ( 𝑑𝑑3

𝑑𝑑1 + 𝑑𝑑2𝑥𝑥
) 𝑞𝑞𝑤𝑤(𝑥𝑥) = 0. 

	

	

𝑑𝑑𝑑𝑑(𝑥𝑥)
𝑑𝑑𝑑𝑑 + ( 𝑑𝑑3

𝑑𝑑1 − 𝑑𝑑2𝑥𝑥
)𝐵𝐵(𝑥𝑥) = 0,    𝑑𝑑𝑑𝑑

(𝑥𝑥)
𝑑𝑑𝑑𝑑 + ( 2𝑑𝑑3

𝑑𝑑1 − 𝑑𝑑2𝑥𝑥
)𝑄𝑄(𝑥𝑥) = 0,  

𝑑𝑑𝑞𝑞𝑠𝑠(𝑥𝑥)
𝑑𝑑𝑑𝑑 − ( 𝑑𝑑3

𝑑𝑑1 + 𝑑𝑑2𝑥𝑥
) 𝑞𝑞𝑤𝑤(𝑥𝑥) = 0. 

	 (19) 

This implies that, the system of nonlinear equations (7) and (8) has the 
four-parameter Lie group of point symmetries generated by generators 

𝑉𝑉1 =
∂
∂𝑥𝑥 , 𝑉𝑉2 = 𝑥𝑥 ∂

∂𝑥𝑥 + 𝜓𝜓 ∂
∂𝜓𝜓 , 𝑉𝑉3 = 𝑦𝑦 ∂

∂𝑦𝑦 − 𝜓𝜓 ∂
∂𝜓𝜓 + 𝜃𝜃 ∂

∂𝜃𝜃 , 𝑉𝑉4 = 𝐹𝐹(𝑥𝑥) ∂
∂𝑦𝑦. 	 (20)

From the invariance of the boundary conditions, we get F(x) = 0 and  
the functions uw(x), a(x) and b(x) should satisfy the following equations

	

𝑑𝑑𝑢𝑢𝑤𝑤(𝑥𝑥)
𝑑𝑑𝑑𝑑 − (𝑑𝑑2 − 2𝑑𝑑3

𝑑𝑑1 − 𝑑𝑑2𝑥𝑥
) 𝑢𝑢𝑤𝑤(𝑥𝑥) = 0,   𝑑𝑑𝑎𝑎

*(𝑥𝑥)
𝑑𝑑𝑑𝑑 − ( 𝑑𝑑3

𝑑𝑑1 − 𝑑𝑑2𝑥𝑥
) 𝑎𝑎*(𝑥𝑥) = 0,  

	
𝑑𝑑𝑏𝑏*(𝑥𝑥)
𝑑𝑑𝑑𝑑 − ( 2𝑑𝑑3

𝑑𝑑1 + 𝑑𝑑2𝑥𝑥
) 𝑏𝑏*(𝑥𝑥) = 0. 	 (21) 

From equations (19) and (20) can be obtained on different forms for the 
functions B(x), Q(x), uw(x), a*(x), qs(x) and b*(x) via choosing the constants d1, d2 
and d3 as follows.

Setting d1 = 1, d2 = 1 and d3 ≠ 1 we get: 

	 𝑢𝑢𝑤𝑤 = 𝐴𝐴1𝑒𝑒−2𝑑𝑑3𝑥𝑥, 𝑎𝑎*(𝑥𝑥) = 𝜆𝜆1𝑒𝑒𝑑𝑑3𝑥𝑥,  𝑏𝑏*(𝑥𝑥) = 𝜆𝜆2𝑒𝑒2𝑑𝑑3𝑥𝑥,   𝐵𝐵(𝑥𝑥) = 𝐵𝐵0𝑒𝑒−𝑑𝑑3𝑥𝑥,  	

	 𝑞𝑞𝑠𝑠(𝑥𝑥) = 𝐴𝐴2𝑒𝑒𝑑𝑑3𝑥𝑥, 𝑄𝑄(𝑥𝑥) = 𝑄𝑄0𝑒𝑒−2𝑑𝑑3𝑥𝑥. 	 (22)

Considered the general case in which both constants are involved 

𝑢𝑢𝑤𝑤(𝑥𝑥) = 𝐴𝐴1(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)
𝑑𝑑2−2𝑑𝑑3

𝑑𝑑2 , 𝑎𝑎*(𝑥𝑥) = 𝜆𝜆1(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)
𝑑𝑑3
𝑑𝑑2, 𝑏𝑏*(𝑥𝑥) = 𝜆𝜆2(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)

2𝑑𝑑3
𝑑𝑑2 ,

𝑄𝑄0(𝑥𝑥) = 𝑄𝑄0(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)
−𝑑𝑑3
𝑑𝑑2 , 𝑞𝑞𝑤𝑤(𝑥𝑥) = 𝐴𝐴4(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)

−𝑑𝑑3
𝑑𝑑2 , 𝐵𝐵(𝑥𝑥) = 𝐵𝐵0(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)

−𝑑𝑑3
𝑑𝑑2  

		  (23)
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Choosing d1, d2 ≠ 0 and d3 = 0 we have: 

	
𝑢𝑢𝑤𝑤 = 𝐴𝐴1(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥), 𝑎𝑎(𝑥𝑥) = 𝜆𝜆1, 𝑏𝑏(𝑥𝑥) = 𝜆𝜆2, 𝑞𝑞𝑤𝑤(𝑥𝑥) = 𝑞𝑞0𝑠𝑠, 𝐵𝐵(𝑥𝑥) = 𝐵𝐵0,

𝑄𝑄(𝑥𝑥) = 𝑄𝑄0 	 (24) 

where A1, A2, A3, q0s, A4, λ1, λ2, B0 and Q0 are arbitrary constants.
The solutions of equations (7) and (8) are invariant under infinitesimal 

transformations (11) if V(ψ – ψ(x, y)) = 0 when ψ = ψ(x, y) and V(θ – θ(x, y)) = 0 
when θ = θ(x, y). 

These conditions can be rewritten as 

	 𝜉𝜉1
∂𝜓𝜓
∂𝑥𝑥 + 𝜉𝜉2

∂𝜓𝜓
∂𝑦𝑦 = 0,  𝜉𝜉1

∂𝜃𝜃
∂𝑥𝑥 + 𝜉𝜉2

∂𝜃𝜃
∂𝑦𝑦 = 0. 	 (25)

Equation (25) is called the invariant surface conditions, which are quasi-lin-
ear equations. The subsidiary equations can be expressed as:

	
𝑑𝑑𝑑𝑑

𝜉𝜉1(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃)
= 𝑑𝑑𝑑𝑑
𝜉𝜉2(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃)

= 𝑑𝑑𝑑𝑑
𝜂𝜂1(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃)

= 𝑑𝑑𝑑𝑑
𝜂𝜂2(𝑥𝑥, 𝑦𝑦, 𝜓𝜓, 𝜃𝜃)

 	 (26) 

From the solution of characteristic equation (26), we get on three constants 
one of them is called similarity variable and other called similarity functions.

Reduction to ordinary differential equations 

Here, we will consider the various reductions of the partial differential equa-
tions (7) and (8). 

1. We consider the combination V1 + d3V3, then the characteristic equations 
would be
	 𝑑𝑑𝑑𝑑

1 = 𝑑𝑑𝑑𝑑
𝑑𝑑3𝑦𝑦

= 𝑑𝑑𝑑𝑑
−𝑑𝑑3𝜓𝜓

= 𝑑𝑑𝑑𝑑
𝑑𝑑3𝜃𝜃

 	 (27)

Solving equation (27), we have the following similarity variable and functions             

	 𝜂𝜂 = 𝑦𝑦𝑒𝑒−𝑑𝑑3𝑥𝑥, 𝜓𝜓 = 𝑒𝑒−𝑑𝑑3𝑥𝑥𝑓𝑓(𝜂𝜂), 𝜃𝜃 = 𝑒𝑒𝑑𝑑3𝑥𝑥𝐺𝐺(𝜂𝜂) .	 (28)

Inserting the similarity variable η and functions into equations (7) and (8) 
yields the following ordinary differential system:

	 𝑓𝑓''' − 𝑑𝑑3𝑓𝑓𝑓𝑓'' + 2𝑑𝑑3𝑓𝑓'2 − 𝑀𝑀𝑀𝑀' = 0, 	 (29) 

	 𝐺𝐺'' − Pr(𝑑𝑑3𝑓𝑓𝑓𝑓' + 2𝑑𝑑3𝑓𝑓'𝐺𝐺 − 𝛾𝛾𝛾𝛾) = 0 	 (30)

and boundary conditions are transformed to

	 𝑓𝑓'(0) = 1 + 𝜆𝜆1𝑓𝑓''(0) + 𝜆𝜆2𝑓𝑓'''(0), 𝑓𝑓(0) = 0, 𝐺𝐺'(0) = −1,  at η = 0	 (31)
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	 𝑓𝑓'(∞) = 0, 𝐺𝐺(∞) = 0,  at η → 0	 (32)

where the functions uw(x), a(x), b(x), B(x), Q(x) are defined in equation (22) and  
A1 = 1, M = M*B0

2, γ = γ*Q0.
2. Consider the general case d1V1 + d2V2 + d3V3, then equation (26) take the form

	 𝑑𝑑𝑑𝑑
𝑑𝑑1 + 𝑑𝑑2𝑥𝑥

= 𝑑𝑑𝑑𝑑
𝑑𝑑3𝑦𝑦

= 𝑑𝑑𝑑𝑑
(𝑑𝑑2 − 𝑑𝑑3)𝜓𝜓

= 𝑑𝑑𝑑𝑑
𝑑𝑑3𝜃𝜃

 	 (33) 

from equation (33), we get

𝜂𝜂 = 𝑦𝑦(𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)
−𝑑𝑑3𝑑𝑑2, 𝜓𝜓 = (𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)

𝑑𝑑2 − 𝑑𝑑3
𝑑𝑑2

𝑓𝑓(𝜂𝜂), 𝜃𝜃 = (𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)
𝑑𝑑3
𝑑𝑑2𝐺𝐺(𝜂𝜂) 	 (34)

Consequently, substituting equation (34) into equations (7) and (8) and bound-
ary conditions (9) and (10), we obtain the following similarity equations

	 𝑓𝑓''' + (𝑑𝑑2 − 𝑑𝑑3)𝑓𝑓𝑓𝑓'' − (𝑑𝑑2 − 2𝑑𝑑3)𝑓𝑓'2 − 𝑀𝑀𝑓𝑓' = 0, 	 (35) 

	 𝐺𝐺'' + Pr((𝑑𝑑2 − 𝑑𝑑3)𝑓𝑓𝑓𝑓' − (𝐴𝐴4 + 1)𝑑𝑑3𝑓𝑓'𝐺𝐺 + 𝛾𝛾𝛾𝛾) = 0 	 (36)

and boundary conditions take the form

	 𝑓𝑓'(0) = 1 + 𝜆𝜆1𝑓𝑓''(0) + 𝜆𝜆2𝑓𝑓'''(0), 𝑓𝑓(0) = 0, 𝐺𝐺'(0) = −1,  at η = 0 	 (37)

	 𝑓𝑓'(∞) = 0, 𝐺𝐺(∞) = 0,  at η → 0 	 (38)

where the functions uw(x), a(x), b(x), B(x), Q(x) are defined in equation (23) and 
A1 = 1, M = M*B0

2, γ = γ*Q0. 
3. Consider d1V1 + d2V2, from equation (26) we have

	 𝜂𝜂 = 𝑦𝑦, 𝜓𝜓 = (𝑑𝑑1 + 𝑑𝑑2𝑥𝑥)𝑓𝑓(𝜂𝜂), 𝜃𝜃 = 𝐺𝐺(𝜂𝜂) 	 (39)

Substituting from equation (39) into equations (7) to (10) we get the following 
system of ordinary differential equations:

	 𝑓𝑓''' + 𝑑𝑑2𝑓𝑓𝑓𝑓'' − 𝑑𝑑2𝑓𝑓'2 − 𝑀𝑀𝑀𝑀' = 0, 	 (40) 

	 𝐺𝐺'' + Pr(𝑑𝑑2𝑓𝑓𝑓𝑓' + 𝛾𝛾𝛾𝛾) = 0 	 (41)

and boundary conditions will be

	 𝑓𝑓'(0) = 1 + 𝜆𝜆1𝑓𝑓''(0) + 𝜆𝜆2𝑓𝑓'''(0), 𝑓𝑓(0) = 0, 𝐺𝐺'(0) = −1,  at η = 0	 (42)

	 𝑓𝑓'(∞) = 0, 𝐺𝐺(∞) = 0,  at η → 0	 (43)

where the functions uw(x), a(x), b(x), B(x), Q(x) and qw(x) are defined in equation (24)  
A1 = 1, M = M*B0

2, γ = γ*Q0.
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The physical quantities of interest are the local skin-friction coefficient Cf  
and the local Nusselt number Nux which are defined as:

	 𝐶𝐶𝑓𝑓 = 2𝜏𝜏𝑤𝑤
𝜌𝜌𝑢𝑢𝑤𝑤2 ,    𝑁𝑁𝑢𝑢𝑥𝑥 = 𝑥𝑥𝑞𝑞𝑠𝑠

𝜅𝜅(𝑇𝑇𝑤𝑤 − 𝑇𝑇∞) 	 (44)

Further, τw is the shear stress which given by :

	 𝜏𝜏𝑤𝑤 = −𝜇𝜇(∂𝑢𝑢∂𝑦𝑦)𝑦𝑦=0, 	 (45)

Using Eqs. (39) (The third case), we obtain:

	
)0(

1Re),0(''Re
2
1

2
1

2
1


=−= −

xxfx NufC  	 (46)

where Re𝑥𝑥 =
𝑥𝑥𝑢𝑢𝑤𝑤(𝑥𝑥)

𝜈𝜈    is the local Reynolds number.

Results and discussion

In this section, to get clear insight of the physical problem, numerical results 
for the second order slip flow and heat transfer for a slightly rarefied gas within  
a boundary layer in the presence of heat generation/absorption, magnetic field and 
heat flux effects was performed with the purpose of identifying the characteristics 
of the gas flow over a stretching sheet (third case). Figures 1-7 depict the graphical 
illustrations of the various controlling parameters on the velocity and temperature 
profiles. The dimensionless velocity profiles for some selected values of magnetic 
parameter M are plotted in Figure 1. It is apparent that the velocity decreases 
along the surface with an increase in the magnetic parameter. Physically, it is 
well known that the magnetic field presents a damping effect on the velocity 
field by creating linear magnetic drag force in the form of (–Mf ′) which appear 
in the non-dimensional momentum boundary layer equation (40), is directly 
proportional to M. Therefore greater retarding effect is generated in the flow 
with greater M values which causes a decrease for the velocity distribution inside 
the momentum boundary layer.

Figure 2, shows the effect of magnetic parameter M on the temperature 
profiles above the surface. It is noticed that, an increase in the parameter M 
has the effect of increasing the temperature distribution, the wall temperature  
θ(0) and the thermal boundary layer thickness.
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Fig. 1. The velocity distribution for various values of M

Fig. 2. The temperature distribution for various values of M

The effects of the first order velocity slip parameter on the dimensionless 
velocity and temperature profiles are depicted in Figures 3 and 4, respectively. 
It is clear from these figures that the velocity decreases with the increase of the 
first order velocity slip parameter, while the temperature distribution and the 
wall temperature θ(0) are increased with the increase of the same parameter. 
Physically, as the slip parameter increases in magnitude, causes a creation for 
the friction force which permit more fluid to slip past the sheet, the flow slows 
down for distances close to the sheet and the temperature rise due to the pres-
ence for this force.
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Fig. 3. The velocity distribution for various values of λ1

Fig. 4. The temperature distribution for various values of λ1

Figures 5 and 6, illustrate the effects of the second velocity slip parameter 
on the dimensionless velocity and temperature profiles, respectively. It can be 
seen that the dimensionless velocity is gradually reduced with increasing the 
amount of the absolute value of second velocity slip parameter but the reverse 
is true for the temperature distribution along the thermal boundary layer and 
the wall temperature θ(0).
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Fig. 5. The velocity distribution for various values of λ2

Fig. 6. The temperature distribution for various values of λ2

Figure 7 shows the temperature profile against the similarity variable η for 
various values of heat generation/absorption parameter γ. This figure shows 
that the heat generation or absorption has a profound effect on the thermal 
boundary layer thickness in which the absorption parameter γ < 0 reduces the 
thermal boundary layer thickness and the wall temperature θ(0), whereas heat 
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generation parameter γ > 0 thickens the thermal boundary layer and increases 
the wall temperature θ(0). However, the net effect for the absorption parameter 
is to slow down the temperature distribution but the reverse is true for the heat 
generation parameter. 

Fig. 7. The temperature distribution for various values of γ

Finally, to show the behavior of the quantities of relevant physical interest 
like the local skin-friction coefficient ½Rex

½Cf and the local Nusselt number  
NuxRex

–½ with changes in the first order slip velocity parameter λ1, the second 
order slip velocity parameter λ2, the magnetic parameter M and the heat gen-
eration/absorption parameter γ. One can then see from Table 1 that, increases 
in the first order slip velocity parameter or the absolute value of the second 
order slip velocity parameter leads to a decrease in both the local skin-fric-
tion coefficient and the local Nusselt number. Physically, when the slip velocity 
on the surface rises, friction between the fluid and the surface is reduced.  
With decreasing friction, the heat generated on the surface which transferred 
to the flow is reduced. This leads to a decrease in the rate of heat transfer. Also, 
it is observed from the same table that, an increase in the magnetic parameter 
causes an increase in the local skin-friction coefficient but the reverse trend is 
noted for the local Nusselt number. On the other hand, increases in the heat 
absorption parameter leads to an enhancement in the local Nusselt number. 
Likewise, an increase in the heat generation parameter causes a decrease in 
the local Nusselt number. 
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Table 1

 Values of the local skin-friction coefficient ½Rex
½Cf and the local Nusselt number NuxRex

–½  
for various values of M, λ1, λ2 and γ with Pr = 0.7

NuxRex
–½ ½Rex

½Cf γ λ2 λ1 M

0.730256 0.656093 -0.5 -0.2 0.2 0.0
0.705121 0.748668 -0.5 -0.2 0.2 0.5
0.687691 0.807587 -0.5 -0.2 0.2 1.0
0.720946 0.903753 -0.5 -0.2 0.0 0.5
0.705121 0.748668 -0.5 -0.2 0.2 0.5
0.693715 0.640927 -0.5 -0.2 0.4 0.5
0.687897 0.594106 -0.5 -0.5 0.2 0.5
0.705121 0.748668 -0.5 -0.2 0.2 0.5
0.723733 0.93238 -0.5 0.0 0.2 0.5
1.103830 0.748668 -1.5 -0.2 0.2 0.5
0.927601 0.748668 -1.0 -0.2 0.2 0.5
0.705121 0.748668 -0.5 -0.2 0.2 0.5
0.350826 0.748668 0.0 -0.2 0.2 0.5
0.225079 0.748668 0.1 -0.2 0.2 0.5

Conclusion

This article deals with the effects of MHD second order slip on a slightly 
rarefied gas flow and heat transfer over a stretching surface in the presence 
of internal heat generation and heat flux. The governing partial differential 
equations for the flow and temperature fields are reduced to a system of coupled 
nonlinear ordinary differential equations by deducing suitable similarity trans-
formations via Lie group analysis. These nonlinear differential equations are then 
solved numerically by the shooting method coupled with the fourth-order Runge 
Kutta scheme. As here it clearly brings out, the rate of heat transfer decreases 
with an increase in the heat generation parameter, magnetic parameter, the 
first order slip parameter and the absolute value of the second order slip velocity 
parameter. Also, it was observed that the local Nusselt number increases as the 
heat absorption parameter increases. Thus fast cooling of the stretching sheet 
can be achieved by implementing this effect. Finally, a large value of the first 
order slip velocity parameter and the absolute value of the second order slip 
velocity parameter lead to a decrease in the value of the skin-friction coefficient.
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A b s t r a c t

This paper shows the use of Discrete Artificial Bee Colony (DABC) and Particle Swarm 
Optimization (PSO) algorithm for solving the job shop scheduling problem (JSSP) with the objective 
of minimizing makespan. The Job Shop Scheduling Problem is one of the most difficult problems, as 
it is classified as an NP-complete one. Stochastic search techniques such as swarm and evolutionary 
algorithms are used to find a good solution. Our objective is to evaluate the efficiency of DABC and 
PSO swarm algorithms on many tests of JSSP problems. DABC and PSO algorithms have been 
developed for solving real production scheduling problem too. The experiment results indicate that 
this problem can be effectively solved by PSO and DABC algorithms. 

Introduction

The job shop scheduling problem has become a classic scheduling problem. 
Although it is mainly associated with industrial engineering, it is required in 
other sectors, too. The study of the scheduling problem is carried out taking 
inputs from various sources, such as computer science, operations research, 
management and manufacturing. 
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Scheduling involves assigning a set of tasks on resources in a time period, 
taking into account the time, capability and capacity constraints. Many stud-
ies have been done to solve this problem or to determine the closest approach 
to the solution. Commonly used scheduling techniques include the following 
(Błażewicz et al. 2007): 

–	Exact Algorithms (e.g. Branch and Bounds Methods, Linear Programming, 
Dynamic Programming);

–	Approximation Algorithms [Artificial Intelligence Algorithms (e.g. Artificial 
Neural Network), Local Search Algorithms (e.g. Greedy Randomized Adaptive 
Search Procedure, Taboo Search, Simulated Annealing), Evolutionary Algorithms 
(e.g. Genetic Algorithm), Swarm Optimization Algorithms (e.g. Ant Colony 
Optimization, Bee Colony Algorithm, Particle Swarm Optimization)]. 

Witkowski (2016) presents a research study of state-of-the-art algorithms 
for FJSP. Therefore, these algorithms can be called swarm-intelligence-based, 
bio-inspired, physics-based and chemistry-based, depending on the sources  
of inspiration. 

Swarm-intelligence-based algorithms include: Accelerated PSO, Ant colony 
optimization, Artificial bee colony, Bacterial foraging, Bacterial-GA Foraging, 
Bat algorithm, Bee colony optimization, Bee system, BeeHive, Wolf search, 
Bees algorithms, Bees swarm optimization, Bumblebees, Cat swarm, Consult-
ant-guided search, Cuckoo search, Eagle strategy, Fast bacterial swarming 
algorithm, Firefly algorithm, Fish swarm/school, Good lattice swarm optimi-
zation, Glowworm swarm optimization, Hierarchical swarm model, Krill Herd, 
Monkey search, Particle swarm algorithm, Virtual ant algorithm, Virtual bees, 
Weightless Swarm Algorithm and other algorithms Anarchic society optimization, 
Artificial cooperative search, Backtracking optimization search, Differential 
search algorithm, Grammatical evolution, Imperialist competitive algorithm, 
League championship algorithm, Social emotional optimization.

Bio-Inspired (not swarm-intelligence-based) algorithms include: Atmosphere 
clouds model, Biogeography-based optimization, Brain Storm Optimization, 
Differential evolution, Dolphin echolocation, Japanese tree frogs calling, Eco-in-
spired evolutionary algorithm, Egyptian Vulture, Fish-school Search, Flower 
pollination algorithm, Gene expression, Great salmon run, Group search optim-
izer, Human-Inspired Algorithm, Invasive weed optimization, Marriage in honey 
bees, OptBees, Paddy Field Algorithm, Roach infestation algorithm, Queen-bee 
evolution, Shuffled frog leaping algorithm, Termite colony optimization.

Physics- and chemistry-based algorithms include: Big bang-big Crunch, Black 
hole, Central force optimization, Charged system search, Electro-magnetism 
optimization, Galaxy-based search algorithm, Gravitational search, Harmony 
search, Intelligent water drop, River formation dynamics, Self-propelled par-
ticles, Simulated annealing, Stochastic diffusion search, Spiral optimization, 
Water cycle algorithm.
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Other algorithms used for job scheduling problem are the following: Raven 
roosting optimization algorithm, Camel herds algorithm, artificial flora algo-
rithm, Rhinoceros search algorithm, Beer froth artificial bee colony. 

Hence, a variety of heuristics and metaheuristics procedures such as taboo 
search, simulated annealing and genetic algorithm have been applied to solve 
these problems and find an optimal or near-optimal schedule in a reasonable 
time (Witkowski et al. 2010) Swarm intelligence systems are typically made 
up of a population of simple agents interacting locally with one another and 
with their environment. Particle Swarm, Ant Colony, Bee Colony are examples 
of swarm intelligence. A survey (Krause et al. 2013) shows that PSO was the 
most frequently found algorithm, representing 25% of all papers analyzed, and 
scheduling problems are the most frequently analyzed. The ABC algorithm 
came second, representing 13% of the total. 

Production Scheduling Problem 

The structure of the production scheduling problem can be described as 
follows (Mesghouni et al. 2004).

Consider a set of N jobs {Jj}i j N, where these jobs are independent of one an-
other; each job Jj has an operating sequence, called Gj; each operating sequence 
Gj is an ordered series of operations, Gij indicating the position of the operation 
in the technological sequence of the job; the realization of each operation Oij 
requires a resource or a machine selected from a set of machines, {Mk}i j M  
(for FJSSP problem); M is the total number of machines existing in the shop, 
this implying the existence of an assignment problem; there is a predefined set 
of processing times; for a given machine, and a given operation Oij, the process-
ing time is denoted by PijMk; an operation which has started runs to completion 
(non-preemption condition); each machine can perform operations one after an-
other (resource constraints). Our objective is to determine the minimal makespan 
(Cmax value), where Cmax = max {Cj}, and Cj is the completion time of job Jj.

To evaluate schedules different performance measures or optimality criteria 
have been used (Błażewicz et al. 2007): schedule length (makespan), mean 
flow time, mean weighted flow time, maximum lateness, mean tardiness, mean 
weighted tardiness, mean earliness, mean weighted earliness, number tardy 
task and weighted number of tardy tasks.

The flexible job shop scheduling problem (FJSSP) is an extended traditional 
JSSP problem. It discards the restriction of unique resources and allows each 
operation to be processed by several different machines, and so makes the JSSP 
problem more similar to the actual production situation.
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PSO and ABC algorithms  
for Solving the Scheduling Problem

The issues of production scheduling cover a wide range of models and algo-
rithms as well as optimization criteria. Papers on JSSP problems with basic PSO 
and ABC algorithms (non-hybrid) were presented, among others, in Surekha 
and Sumathi (2010) and Abu-Srhahn and Al-Hasan (2015). In Surekha and 
Sumathi (2010), we find a knowledge – based approach to JSSP using Particle 
Swarm Optimization and Ant Colony Optimization. The well known Fisher and 
Thompson (1963) 10×10 instance (FT10) and Adams et al. (1988) 10×10 instance 
(ABZ10) problem are selected as the experimental benchmark problems. Based 
on simulation and evaluation results, it is concluded that PSO is the superior 
computational intelligence algorithm for solving the JSSP problem. 

 A. Abu-Srhahn and M. Al-Hasan (2015) present a hybrid algorithm (Cuckoo 
Search Optimizer is used along with a GA) to minimize Cmax value for JSSP.  
The algorithms were tested using well known datasets in order to verify the 
validity of the proposed algorithm. The instances FT06, FT10, and FT20 are 
designed by Fisher and Thompson (1963), and instances LA01 to LA16 are 
designed by Lawrence (1984). The results have been compared with GA algorithm 
and Ant Colony Optimization Algorithm (ACO) to show the importance of the 
proposed algorithm. The results show that the hybrid algorithm yields the best 
solutions as measured by Cmax value, and GA algorithm is better then ACO. 

 In this paper, Discrete Artificial Bee Colony (DABC) algorithm and Par-
ticle Swarm Optimization (PSO) algorithm are proposed for solving the job 
shop scheduling problem with the objective of minimizing makespan (which is  
the total length of the schedule, that is, when all the jobs have finished pro-
cessing – Cmax value). 

PSO Algorithm

Particle swarm optimization (PSO) is a population-based optimization algo-
rithm. Each particle is an individual and the swarm is composed of particles. 
The problem solution space is formulated as a search space. Each position in the 
search space is a correlated solution of the problem. Particles cooperate to find 
out the best position (best solution) in the search space (solution space). Particles 
move toward the pbest position and gbest position with each iteration. The pbest 
position is the best position found by each particle so far. Each particle has its 
own pbest position. The gbest position is the best position found by the swarm 
so far. The particle moves according to its velocity. The velocities are randomly 
generated toward pbest and gbest positions. For each particle k and dimension j, 
the velocity and position of particles can be updated by the following equations:
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Fig. 1. The detailed flow chart of PSO algorithm to solve JSSP
Source: based on Shua and Hsu (2006).
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	 Vkj ← w vkj + c1 rand1 (pbestkj – xkj ) + c2 rand2 (gbestj – xkj )	 (1)

	 xkj ← xkj + vkj	 (2)

In Equations (1) and (2), vkj is the velocity of particle k on dimension j,  
and xkj is the position of particle k on dimension j. The pbest kj is the pbest posi-
tion of particle k on dimension j, and gbest j is the gbest position of the swarm on 
dimension j. The inertia weight w is used to control exploration and exploitation. 
The particles maintain high velocities with a larger w, and low velocities with 
a smaller w. A larger w can prevent particles from becoming trapped in local 
optima, and a smaller w encourages particles exploiting the same search space 
area. The constants c1 and c2 are used to decide whether particles prefer mov-
ing toward a pbest position or gbest position. The rand1 and rand2 are random 
variables between 0 and 1. The process for PSO is as follows (Shua, Hsu 2006):

Step 1:	Initialize a population of particles with random positions and veloc-
ities on d dimensions in the search space.

Step 2:	Update the velocity of each particle, according to Equation (1).
Step 3:	Update the position of each particle, according to Equation (2).
Step 4:	Map the position of each particle into solution space and evaluate 

its fitness value according to the desired optimization fitness function. At the 
same time, update pbest and gbest position if necessary.

Step 5:	Loop to step 2 until a criterion is met, usually a sufficiently good 
fitness or a maximum number of iterations.

Figure 1 shows the detailed flow chart of PSO algorithm to solve JSSP.

DABC Algorithm

The classical artificial bee colony (ABC) algorithm proposed by D. Karaboga 
(Karaboga, Basturk 2007) is a population algorithm often used for constrained 
optimization problems. As the basic ABC algorithm was originally designed for 
continuous function optimization, in order to make it applicable for solving the 
problem considered, a discrete version of the ABC algorithm (DABC). Composite 
mutation strategies are proposed to enable the DABC to explore the new search 
space and solve the permutation flow shop scheduling problem. We consider each 
discrete job permutation as a food source (FS) and apply discrete operations to 
generate a new neighborhood food source for different bees to make artificial bee 
colony algorithm suitable for JSP. Each FS is a permutation of operations. In order 
to generate good diversity neighboring solutions several mutation strategies are 
proposed to enable the DABC to solve the JSP. Initial population consists of schedule 
generated based on a random permutation of operations (priority rule). Whenever 
during employed or onlooker bee phase a new food source (schedule) is produced, 
for each bee new neighboring solutions are generated using proposed mutations 
strategies. Figure 2 shows the flow chart of DABC algorithm to solve JSSP.
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Fig. 2. The flow chart of DABC algorithm to solve JSSP 
Source: based on Karaboga and Bastruk (2007).

Experiment Results

This section describes the computational experiments to evaluate the per-
formance of the proposed algorithms. The experiments were performed on  
a PC with a processor Intel® Core™ i7-3770 CPU @ 3.40 GHz and RAM: 16 GB. 
The DABC algorithm was coded in Java and PSO in C++. We use 10 instances 
from three classes of standard JSSP test problems: instances FT06, FT10, FT20 
(Fisher, Thompson 1963), instances La02, La19, La21, La27, La30, La40 
(Lawrance 1984), and SWV11 instance (Storer et al. 1992). 
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A computational experiment with PSO for JSSP problems

The JSSP test problems are solved by PSO with the number of particles 
equaling 30, c1=0.5, c2=0.3, w=0.5, and 10, 100, 1,000 iterations (Shua, Hsu 
2006). The proposed algorithm is tested on 10 job shop scheduling benchmark 
problems and the outcomes are presented in Table 1.

Table 1
Performance of PSO algorithm (Cmax value) 

Problem
size

Performance of PSO (Cmax value)
optimal makespan

BKS
Avg (Best) Cmax

10 iterations
Avg (Best) Cmax 
100 iterations

Avg (Best) Cmax
1000 iterations

FT6 55 58.7 (57) 58.2 (57) 57.7 (57)
FT10 930 1,129 (1,075) 1,100 (1,075) 1,070 (1,055)
FT20 1,165 1,313 (1,281) 1,258 (1,215) 1,219 (1,170)
La02 655 743 (704) 707 (685) 668 (664)
La19 842 1,000 (973) 971 (948) 951 (922)
La21 1,046 1,334 (1,303) 1,294 (1,258) 1,266 (1,218)
La27 1,235 1,604 (1,523) 1,570 (1,539) 1,531 (1,490)
La30 1,355 1,648 (1,546) 1,637 (1,605) 1,586 (1,567)
La40 1,222 1,559 (1,538) 1,493 (1,469) 1,462 (1,401)

SWV11 2,983 3,763 (3,668) 3,690 (3,632) 3,651 (3,589)

As can be seen from Table 1, the best Cmax values were obtained with more 
iterations. It is obvious that with the increase in the number of iterations we 
get better results of the criterion function, which, however, is associated with  
a greater amount of calculations. For example, for the SWV 11 problem, the 
average calculation time for 10 iterations is 2.01 seconds, while for 1000 iterations 
it increases to 176.15 seconds. Table 1 shows that the best solutions have been 
found for FT6, FT20 and La02 tasks. Thus, with the growth in the size of the 
problem, the efficiency of the algorithm worsens.

A computational experiment with DABC for JSSP problems

Due to several parameters and levels of DABC, full factorial experimental 
design requires high computational resources and is time consuming because  
of the large number of experimental runs for each replication. The DABC factors 
and its combinations (design points) in this work are summarized in Table 2. 
Those factors are the combination of the Source Number (SN), the Maximum 
Cycle Number (MCN), and Maximum Improvement Trial Number (MITN). 
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Table 2
Combinations of SN, MCN, and MINT values used with DABC for solve JSSP

Factor
Combinations (design points)

1 2 3 4 5
SN 50 200 500 1000 2000

MCN 1,000 4,000 10,000 20,000 40,000
MITN 200 400 600 800 1,000

We want to determine if the factors interact with one another, i.e., whether  
the effect of one factor in the response depends on the levels of the others.  
A number of program start-ups were made for various combinations of factor 
values, each time changing only one of them. For each combination the program 
was started five times. Results are presented in Figures 3a to 3c. 

Fig. 3. Influence: a – source number (SN), b – the maximum cycle number (MCN),  
and c – maximum improvement trial number (MINT) on Cmax value

Figure 3a shows that an increase in the population number (number  
of food sources – SN) results in achieving a better Cmax value. With SN =1000,  
the value reached the lowest average Cmax value, and no progressive decrease 
was observed for the average of Cmax with SN = 2,000 value. Figure 3b shows 
that increasing the maximum cycle number (MCN) results in obtaining a better 
Cmax value, and the spread of results decreases with an increase in the population 
number. We can see an improvement of Cmax value compared to the previous test 
point, which is a result of an increase in the MCN value. With MCN = 10,000, 
the value improvement effect is lower than for previous test points. Figure 3c 
shows that the best Cmax value was achieved with MITN equaling 60% of MCN 
value, when the average Cmax was the lowest. 

Figure 4a to 4b show an influence of other combinations (SN, MCN, and 
MINT values) on the average and best Cmax value.

When analyzing Figure 4a, we can see that increasing the maximum cycle 
number (MCN) gives better results (lower Cmax value) than increasing the 
source number (SN). For example, for the third test point (optimal Cmax value 
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for FT10 equals 930), a tenfold increase of the MCN value produced a result 
better by 9 time units (from 980 to 971), which is an almost 1% improvement 
compared to the optimal value. 

In the experiment, the values of control parameters were adjusted for each 
problem according with formulas give in (Karaboga, Basturk 2007), but “num-
ber of operations” is used instead of fixed value “10”: SN = 5 · n; MCN = n · m · o; 
and MITN = 2 · n · m; where: n – number of jobs, m – number of machines, 
o – number of operations for a job. The proposed algorithm has been tested  
on 10 job shop scheduling benchmark problems (with 10 iterations) and  
the outcomes are presented in Table 3.

Table 3
Performance of DABC algorithm (Cmax value) 

Problem
size

Performance of DABC algorithm (Cmax value)
optimal

 makespan
BKS

average found 
makespan

optimal 
makespan for 

DABC
 RPI [%] 

FT6 55 55 55 0.0
FT10 930 1,005 967 8.0
FT20 1,165 1,275 1,216 10.0
La02 655 676 655 3.0
La19 842 885 863 5.0
La21 1,046 1,152 1,102 10.0
La27 1,235 1,402 1,318 14.0
La30 1,355 1,461 1,404 9.0
La40 1,222 1,367 1,345 12.0

SWV11 2,983 3,944 3,844 32.0

Fig. 4. Influence of other combinations (SN, MCN, and MITN values) on  
a – the average makespan and b – best makespan (Cmax value)
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Results comparison for JSSP test problems

Kloud and Koblasa (2011) compare SPT, FIFO, and GA taking into 
account Cmax values and computational time. Only Cmax values are compared 
in this work because of hardware differences. The comparison results are given  
in Table 4 (Cmax and RPI values) for GA (Kloud, Koblasa 2011), PSO (Graczyk 
2017), DABC (Witkowski et al. 2016), and Teaching-learning-based optimization 
(Witkowski et al. 2016).

Table 4
Cmax and RPI values for other algorithms 

Problem 
size

Algorithms
GA PSO DABC TLBO HPSO DPSO 

FT6 57(4.0) 57 (4.0) 55 (0.0) 55 (0.0) – –
FT10 974 (5.0) 1,055 (13) 967 (4.0) 980 (5.0) 930 (0.0) 938 (0.8)
FT20 1,198 (3.0) 1,170 (0.5) 1,216 (4.0) 1,225 (5.0) – –
La02 668 (2.0) 664 (1.0) 655 (0.0) 686 (5.0) 655 (0.0) 655 (0.0)
La19 876 (4.0) 922 (9.0) 863 (2.0) 894 (6.0) 842 (0.0) 842 (0.0)
La21 1,098 (5.0) 1,218 (16) 1,102 (5.0) 1,145 (9.0) 1,078 (2.0) 1,047 (0.1)
La27 1,350 (9.0) 1,490 (20) 1,318 (7.0) 1,373 (11) 1,257 (3.0) 1,236 (0.1)
La30 1,362 (1.0) 1,567 (15) 1,404 (4.0) 1,411 (4.0) – 1,355 (0.0)
La40 1,289 (5.0) 1,401(14) 1,345 (10) 1,326 (9.0) 1,224 (0.1) 1,229 (0.6)
SWV11 3,330 (12.0) 3,589 (20) 3,844 (29) 3,472 (16) – –

For each algorithm, we use formula RD = 100 (MFM-BKS)/BKS for each 
instance to calculate the relative deviation RD, where MFM means the minimum 
Cmax found and BKS means the best known solution. We use ARD to denote the 
average value of relative deviations for all the analyzed instances. 

For small problems FT06, FT10, FT20 and La02, almost all the algorithms 
can find good solutions. DABC algorithm shows better Cmax values than TLBO 
for GA and PSO with FT10, La02, La19 and La27 problems. PSO algorithm 
shows better Cmax values than DABC only for FT20 and SWV11 problems. 
TLBO algorithm shows better Cmax values than DABC and PSO and worse 
than GA for La 40 and SWV11 problems, and GA works very well for solving 
La30, La40 and SWV11 problems. 

Contemporary research on the use of PSO and ABC for solving JSSP problems 
includes various types of hybrid algorithms resulting from the combination  
of PSO and ABC with other algorithms. Examples of such applications are 
Song (2008) and Rameshkumar and Rajendran (2018), which were used 
to compare the efficiency of the algorithms. Song (2008) proposes an idea  
of a hybrid optimization algorithm HPSO. In order to prevent the algorithm falling 
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in a local optimization too early, Taboo Search is adopted to realize local parallel 
search, simultaneously improving the local search ability. In Rameshkumar, 
Rajendran (2018) the bench-mark JSSP problems are solved by discrete version 
of the PSO algorithm. DPSO algorithm show the best-known solutions to 3 out 
of 7 problems (La02, La19 and La30) in this work (Tab. 4). Figure 5 present 
Cmax values for job shop scheduling test problems.

Fig. 5. Cmax. values for job shop scheduling test problems

A computational experiment with PSO, DABC  
and other algorithms for a real system 

For a real production system the input data include: the matrix of groups  
of technologically interchangeable machines, the matrix of technological routes,  
the matrix of operations with an accuracy of group of technologically inter-
changeable machines, the matrix of processing times tij i-th of an operation, 
the matrix of processing times of a setup of machines before proceeding the j-th 
operation and i-th part. The data set contains 10 parts which need to be processed  
by 27 machines and 160 operations. The objective is to minimize Cmax value for 
the FJSSP problem with a serial type production flow. In a serial production 
flow an entire batch of parts is processed on one machine and only when all  
of the parts in the batch have been processed are they sent to the next machine. 
Table 4 present a comparison of the results (Cmax value) achieved by the different 
algorithms under discussion in the two versions of the problem, i.e., the serial 
flow and the serial-parallel flow (only the GA algorithm). For the real job shop 
problem with a serial-parallel route, it is not possible to compute Cmax value 
analytically.

Analyzing the effectiveness of algorithms is a difficult task. For example, in 
Table 5 we can see that for the FJSSP problem with serial production flow ANN 
(Witkowski et al. 2007), PSO (Graczyk 2017), TLBO and DABC (Witkowski 
et al. 2016) algorithms give better Cmax values than the genetic algorithm 
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(Witkowski 2016). But the GA algorithms were not as thoroughly tested as 
was the case with PSO, DABC and TLBO. There are specific values for mu-
tation and crossover probability as well as many different types of mutation 
operators, crossover operators and type of selections for which we can obtain 
best experiment results. The following are applied in GA: population number 
= 1,000, generation number = 50, single swap mutation, order-based crossover 
and roulette wheel selection. 

Table 5
Cmax values for real scheduling problem

Production flow 
Algorithms 

GA ANN PSO DABC Optimal Cmax 
value

Serial flow 57,636.0 50,242.2* 50,242.2* 50,242.2* 50,242.2
Serial-parallel flow 32,084.0 – – – ?

Conclusions

This work examined the JSSP problems with the objective of minimizing 
makespan. Computational results for JSSP problems were compared with 
some algorithms such as: GA, TLBO (non-hybrid algorithms) and HPSO, 
DPSO (hybrid algorithms). According to the theorem of No Free Lunch, no 
intelligent optimization algorithm is better than other intelligent algorithms. 
That is, every algorithm has its corresponding application circumstances.  
For small problems (FT6-La21) almost all the algorithms can find good solutions 
for JSSP problems. For relatively large problems (La30-SWV11), the results  
of the proposed algorithms DABC and PSO are worse than GA. The computational 
experiment shows that results given by the DABC and PSO for real job shop 
scheduling problem generated optimal Cmax values. In future, we can expect 
more research to be done on the serial-parallel production flow, where individual 
items in a batch are sent to the machines as soon as they have been processed 
on the previous machine. 
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A b s t r a c t

To intensify biogas production during anaerobic stabilization of organic matter 
in sludge, pretreatment is applied. The effect of pretreatment of excess activated 
sludge (AS) and excess aerobic granular sludge (GS) on biogas productivity (BP) 
and composition was investigated. The sludge was pretreated with homogeniza-
tion (6,500 rpm for 0.5 min (H0.5) and 1 min (H1.0)) or ultrasound disintegra-
tion at 20 kHz (50% amplitude for 2 min (D50%_2.0) and 4 min (D50%_4.0), and 
100% amplitude for 4 min (D100%_4.0)). BP of AS of GS without pretreatment 
was 603.3±5 dm3/kg TS (793.4±7 dm3/kg VS); that was 200.6±4 dm3/kg TS  
(480.8±6 dm3/kg VS). With disintegration, the BP of AS increased by 7.8% 
(650.4±10 dm3/kg TS) (D50%_2.0) and 16.1% (700.6±11 dm3/kg TS) (D100%_4.0),  
and that of GS increased by 7.0% (214.0±5 dm3/kg TS) (D50%_2.0) and 
16.0% (232.8±5 dm3/kg TS) (D100%_4.0). With homogenization, BP increased  
by 2.0-3.0% (AS) and 1.6-3.2% (GS). 
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Introduction

Currently, the majority of wastewater treatment plants are operated with ac-
tivated sludge, which is in the form of flocs. Recent studies that aimed to improve 
the process of wastewater treatment by modifying the activated sludge have led 
to development of aerobic granular sludge technology. Aerobic granular sludge, 
regarded as one of the most promising biotechnologies for municipal wastewater 
treatment plants, is a specific type of self-immobilized biomass. Granules are 
densely packed with heterotrophic and autotrophic microorganisms. They have 
layers with different substrate and aerobic conditions in their structure, providing 
a broad range of metabolic processes that can occur simultaneously (Liu, Tay 
2004). Such a granule structure allows higher resistance to load fluctuations 
and makes it possible to abandon multi-chamber reactors and secondary settlers, 
and allows lower energy consumption (Sławiński 2016). Granules have better 
settling properties than activated sludge; their sludge volumetric index is about 
50 cm3/g MLSS. Granules can be cultured at loadings ranging from 2.5 to 15.0 kg  
COD/(m3⋅d) (Cydzik-Kwiatkowska, Zielińska 2011). 

Other differences between aerobic granules and activated sludge include 
the much longer sludge age of granules (Beun et al. 1999) in comparison with 
activated sludge (Cydzik-Kwiatkowska et al. 2012) that results in smaller con-
tribution of organic matter to the dry matter content of biomass. In addition, the 
operational conditions in reactors with granular biomass cause larger amounts 
of extracellular polymeric substances (EPS) to be produced by granules than by 
activated sludge (Rusanowska et al. 2019). These properties could make the 
granules more difficult to degrade than activated sludge.

Biological aerobic and anaerobic (methane fermentation) stabilization are most 
often conducted methods of sewage sludge stabilization. In the case of methane 
fermentation, a measurable effect of the process is the biogas yield. To intensify 
biogas production, a pretreatment step is used. Proper selection of pretreatment 
methods has an important effect on the efficiency of fermentation and thus on 
the composition of the biogas. In general, methods of sludge pretreatment can 
be classified as mechanical and non-mechanical. Mechanical treatment causes 
grinding or shearing of the solid particles in substrates, resulting in the release 
of cellular compounds and enlarging the specific surface area of the substrate 
(Carrere et al. 2010). The mechanical methods use shear forces or pressure 
changes, e.g., a mechanical or pressure homogenizer. Non-mechanical treatment 
can be divided into physical, chemical, biological and mixed methods. Physical 
methods include, for example, disintegration with ultrasound, thermal treatment 
using both high (greater than 110°C) and low (lower than 110°C) temperatures 
or treatment with detergents (Ariunbaatar et al. 2014). Thermal treatment 
is one of the most studied methods and it is used on an industrial scale. Appro-
priately high temperatures eliminate pathogens, improve dewatering ability 
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and reduce digestate viscosity (Val del Rio et al. 2011). Chemical methods 
are based on the usage of alkaline solutions, acids or preliminary oxidation  
(e.g. ozone treatment). They are used to improve the rate of hydrolysis (Wang et 
al. 2011). Biological methods include the use of single enzymes or their mixtures. 
Mixed methods include, among others, thermo-chemical treatment, thermo-me-
chanical treatment or steam explosion with the use of pressure (Montgomery, 
Bochmann 2014). Pretreatment releases organic compounds from microbial 
cells, thereby increasing the concentration of dissolved organic compounds that 
are accessible to microorganisms. 

Although many studies have investigated the biogas productivity of activated 
sludge and pretreatment methods for improving this productivity, little research 
has been done on the biogas productivity of aerobic granular sludge. Therefore, 
the present study compared the biogas productivity of activated sludge (AS) and 
aerobic granules (GS). In addition, the effect of pretreatment methods (homog-
enization or ultrasound disintegration) on the productivity and composition of 
the biogas produced with both kinds of excess sludge was investigated. 

Materials and Methods

Substrates used in the experiment

Two kinds of sludges were used in the study: excess activated sludge (AS), 
and excess aerobic granular sludge (GS). AS was taken from a mechanical-
biological municipal wastewater treatment plant (WWTP) with a maximum 
capacity of 60,000 m3/d (north-east of Poland). GS was taken from a laboratory 
reactor (GSBR) fed with municipal wastewater and operated at the Department 
of Environmental Biotechnology, UWM in Olsztyn (Cydzik-Kwiatkowska  
et al. 2017). Characteristics of the sludges are given in Table 1. 

Table 1
Characteristics of AS, GS and the inoculum

Indicator AS GS Inoculum
Total solids % 2.24 8.72 1.52
Moisture % 97.74 91.28 98.48
Volatile solids % 1.70 3.64 1.05

% TS 76.04 41.73 69.11
Ash % 0.54 5.08 0.47

% TS 23.96 58.27 30.89
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Sludge pretreatment

Homogenization and ultrasound disintegration were used as sludge pre-
treatment methods. Homogenization was carried out with a T 25 basic  
ULTRA-TURRAX®, IKA® at 6,500 rpm and at a time of 0.5 min (H0.5) and  
1 min (H1.0). Ultrasound disintegration (20 kHz) was carried out with a Sonics 
Vibra Cell® at 50% amplitude for 2 min (D50%_2.0) and 4 min (D50%_4.0), and 
100% amplitude for 4 min (D100%_4.0). 

Experimental design (GP21)

To analyze the biogas potential with GP21 respirometric test, the following 
samples of the excess sludges (AS, GS) were prepared:

–	AS and GS without pretreatment;
–	AS and GS after homogenization at H0.5 and H1.0;
–	AS and GS after ultrasound disintegration (D50%_2.0, D50%_4.0 and 

D100%_4.0). 
The biogas production potential of the sludge was determined during 21 days 

in triplicate (for each sludge sample) in batch assays in glass bottles (OxiTop® 
Control AN6/AN12), according to Heerenklange and Stegmann (2005).  
100 g of the inoculum was added to each OxiTop bottle along with a sludge sample. 
As the inoculum, fermented sludge from the closed mesophilic fermentation 
chambers in above-mentioned WWTP was used (Tab. 1). 

To assure a starting load of ca. 5 g VS/dm3 (kg VS/m3), the doses of each  
sewage sample were calculated, taking into account their contents of total 
solids and volatile solids. This dosage allowed for complete organic matter 
biodegradation. 

Three bottles with the inoculum were incubated under the same conditions 
to determine its biogas potential. Finally, the biogas production of the inocu-
lum alone was subtracted from the total production of the sludge and inocu-
lum combined. Before starting measurements, each bottle was flushed with 
N2 and the lateral connections of the bottles were sealed with rubber stoppers.  
The contents of the bottles were manually mixed. Each bottle possessed its 
own head that measured and recorded pressure changes in the bottle during 
21 days of fermentation at 36±1oC in a thermostatic incubator. The pressure 
changes were caused by formation of biogas during fermentation, and were used 
to calculate the volume of biogas that was produced based on the ideal gas law.
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Analytical methods and calculations

The analysis of TS and VS in sludge samples were measured according to 
APHA (1992). The percentage of CH4 and CO2 in the biogas was measured 
in the head space of the OxiTop bottles using a GA200+ automatic analyzer  
(Geotechnical Instruments). Biogas production can be assumed to follow pseudo 
first-order kinetics and can be described with this equation 1.:

	 𝐶𝐶𝑡𝑡;biogas = 𝐶𝐶0;biogas ⋅ (1 − 𝑒𝑒𝑘𝑘biogas⋅𝑡𝑡) 	 (1)

where:
Ct;biogas	[dm3/kg TS; dm3/kg VS] – is the cumulative biogas yield at digestion 

time t (days),
C0;biogas	[dm3/kg TS; dm3/kg VS] – is the maximal biogas yield,
kbiogas	 [d-1] – is the kinetic coefficient of biogas production. 

The values of C0;biogas, and kbiogas were obtained by non-linear regression 
analysis with Statistica software, version 10.0 (StatSoft). To determine the fit 
of the model to the data, the coefficient of determination was calculated (R2). 

Differences between samples were tested for significance by using t test,  
p < 0.05 was considered significant.

Results and Discussion

Figure 1 shows changes in biogas productivity from the sludges without 
pretreatment during 21-day anaerobic respirometric tests. It was shown that 
biogas production was explained well by a first-order kinetic model (a high 
degree of fit between the experimental data and the model; R2 was 0.97-0.99).  
The biogas production from AS was much higher (statistically significant, p < 0.05) 
(603.3±5 dm3/kg TS; 793.4±7 dm3/kg VS) than from GS (200.6±4 dm3/kg TS; 

Fig. 1. Biogas productivity of AS (a) and GS (b) without pretreatment; the arrow shows the time 
after which 90% of the total amount of biogas was produced 
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480.8±6 dm3/kg VS). About 90% of the total biogas production was achieved 
by the 15-16 day of the measurement. After this time, only a small amount  
of biogas was produced. 

Sewage sludge generated during wastewater treatment with activated sludge is 
characterized by a high content of organic matter of about 70-80% of TS. Organic 
matter content in the excess activated sludge used in the present study was ca. 
76%, and that of the excess granular sludge was ca. 42%. It is assumed that if 
the organic substrate has a higher content of organic matter (measured as VS 
in TS) and a greater biodegradability, it can result in higher biogas production. 
However, not only the content of organic matter but also its composition  
(e.g. carbohydrate, lipids, protein or fibre content) affects the effectiveness  
of anaerobic degradation. Bernat et al. (2017) compared biogas potential  
of excess activated sludge (VS/TS ratio of ca. 0.76) and aerobic granular sludge 
(VS/TS ratio of ca. 0.65). The biogas productivity obtained by the authors were 
320-410 dm3/kg TS (ca. 550 dm3/kg VS) with the excess granular sludge and 
ca. 830 dm3/kg TS (1200 dm3/kg VS) with the excess activated sludge. Val 
del Rio et al. (2011, 2013) showed that aerobic granular sludge from a pilot 
plant with SBR fed with the liquid fraction of pig slurry had biogas productivity  
of 208±51 dm3 CH4/kg VS (ca. 350 dm3 of biogas/kg VS, with the assumption 
of 60% of methane content). This biogas productivity with granular sludge was 
lower than that obtained by Bernat et al. (2017) and that from the present study. 

The composition and characteristics of granular sludge differed from those 
of activated sludge. Bernat et al. (2017) found high content of lignocellulosic 
substances (hard-to-biodegrade lignin comprised ca. 54% of fibrous materials) 
in GS that may have influenced the potential of biogas production. Detailed 
characteristics of organic matter in the excess sludge used in the present study 
was not performed, but it could be assumed that the differences in biogas pro-
ductivity of AS and GS resulted form different composition of organic matter. 

In the next step of the experiment, both kinds of sludge were pretreated 
with homogenization or ultrasound disintegration before measurements 
of biogas productivity. Changes in the biogas productivity from the sludges  
after homogenization during 21-day anaerobic respirometric tests are shown 
in Figure 2. Biogas productivity with AS after 0.5 min of homogenization was 
612.9±5 dm3/kg TS (806.1±7 dm3/kg VS), and remained on the similar lever  
of 617.7±7 dm3/kg TS (812.3±8 dm3/kg VS) after 1 min of this pretreatment.  
In comparison to non-pretreated AS, biogas productivity increased by 1.6% and 2.4%  
(but statistically insignificant, p > 0.05), respectively at H0.5 and H1.0. Biogas 
productivity with GS was 205.2±5 dm3/kg TS (491.7±7 dm3/kg VS) at H0.5,  
and 207.1±5 dm3/kg TS (496.2±7 dm3/kg VS) at H1.0. These results were 
comparable to biogas productivity of GS without pretreatment; an increase  
of only 2-3% was observed (statistically insignificant, p > 0.05). 



Technical Sciences	 22(1) 2019

	 The Effect of the Excess Sludge Pretreatment on Biogas Productivity	 81

Fig. 2. Biogas productivity of the sludge after homogenization; the arrow shows  
the time after which 90% of the total amount of biogas was produced:  

a – AS_H0.5, b – GS_H0,5, c – AS_H1.0, d – GS–H1.0

After pretreatment with D50%_2.0, the biogas productivity with AS was 
650.4±10 dm3/kg TS (855.4±12 dm3/kg VS), and with D50%_4.0 this productivity 
increased to 673.1±10 dm3/kg TS (885.1±12 dm3/kg VS). With D100%_4.0,  
the biogas productivity was the highest – 700.6±11 dm3/kg TS (921.3±13 dm3/kg VS).  
In comparison to AS without pretreatment, there was statistically significant 
(p < 0.05) increase in biogas productivity by 7.8% (D50%_2.0), 11.6% (D50%_4.0) 
and 16.1% (D100%_4.0). Similar percentage increases (statistically significant  
(p < 0.05) increase in comparison to GS without pretreatment) were obtained when 
GS was used as a substrate for measurement of biogas productivity, however, the 
values of biogas productivity were much lower than with AS (214.0±5 dm3/kg TS; 
512.9±7 dm3/kg VS with D50%_2.0; 228.2±5 dm3/kg TS; 546.9±7 dm3/kg VS with 
D50%_4.0 and 232.8±5 dm3/kg TS; 558.0±7 dm3/kg VS with D100%_4.0) (Fig. 3). 

Kinetic parameters of the biogas production with both kinds of sludge without 
pretreatment and after two pretreatment methods are summarized in Table 2  
and 3. Kinetic coefficients of biogas production (kbiogas) that describe biogas 
productivity and were determined on the basis of first-model equation were 
0.195 d-1 and 0.130 d-1 for AS and GS, respectively. The rate of biogas produc-
tivity (rbiogas) with AS was 112.5 dm3/(kg TS⋅d) (148.0 dm3/(kg VS⋅d)), whereas 
with GS, rbiogas was almost an order of magnitude lower – 26.7 dm3/(kg TS∙d) 
(64.1 dm3/(kg VS⋅d)). In the case of both sludges, homogenization affected nei-
ther kbiogas nor the methane content in the biogas that was on a similar level 
as in the case of non-pretreated sludge. Ultrasound disintegration increased 
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kinetic parameters of the biogas production and methane content more than 
homogenization. When AS was pretreated by disintegration, kbiogas increased in 
comparison to AS without pretreatment from 0.195 d-1 (AS) to 0.230 d-1 and to 
0.271 d-1 (AS after disintegration). Methane content in the biogas also increased 
and was 64.4% with D50%_2.0, 65.4% with D50%_4.0 and 66.6% with D100%_4.0. 

Disintegration of GS caused that kbiogas increased in comparison to GS with-
out pretreatment (0.130 d-1), only with  D50%_4.0 (0.153 d-1), and with D100%_4.0 
(0.162 d-1). Methane content in the biogas increased to ca. 62%. 

Many studies have investigated the biogas productivity of activated sludge 
and the effect of pretreatment step on improving this productivity. For example, 
Bougrier et al. (2007) reported that biogas production of activated sludge was 
ca. 425 dm3/kg VS which was lower than the values presented by Tchobano-
glous et al. (2003) (500-750 dm3/kg VS) and obtained in the study of Bernat 

Fig. 3. Biogas productivity of the sludge after disintegration; the arrow shows the time after 
which 90% of the total amount of biogas was produced: a – AS_D50%_2.0, b – GS_D50%_2.0,  

c – AS_D50%_4.0, d – GS_D50%_4.0, e – AS_D100%_4.0, f – GS_D100%_4.0
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et al. (2017) (738-1176 dm3/kg VS). These differences confirmed that biogas 
production may be determined by chemical composition of organic matter in the 
sludges. This composition varies because sludges are generated during treat-
ment of different kind of wastewater (e.g. municipal, landfill leachate, liquid 
fraction of pig manure), and in different wastewater systems. Tomczak-Wandzel 
et al. (2011) tested the effect of ultrasound disintegration (200 W UP 200S,  
24 kH) at a time of 5 min on biogas productivity of activated sludge. Total volume 
of produced biogas after pretreatment was 20% higher than with the sludge  

Table 2
Kinetic parameters of biogas production from AS

Excess activated sludge *WP H0.5 H1.0 D50%_2.0 D50%_4.0 D100%_4
Maximal biogas 
productivity 
(experimental data)

dm3/kg TS 603.3±5 612.9±5 617.7±7 650.4±10 673.1±10 700.6±11

dm3/kg VS 793.4±7 806.1±7 812.3±8 855.4±12 885.1±12 921.3±13

Ct;biogas dm3/kg TS 577.1 584.5 587.3 632.4 651.2 653.8
dm3/kg VS 759.0 768.3 772.4 831.7 856.4 859.8

rbiogas dm3/(kg TS⋅d) 112.5 116.3 122.2 145.5 176.5 170.0
dm3/(kg TS⋅d) 148.0 152.9 160.7 191.3 232.1 223.5

kbiogas d-1 0.195 0.199 0.208 0.230 0.271 0.260
Increase in the bio-
gas productivity** % – 1.6 2.4 7.8 11.6 16.1

Methane content % 62.3±0.5 61.4±0.5 62.4±0.5 64.4±0.5 65.4±0.5 66.6±0.5

* without pretreatment
** comparing to the value without pretreatment

Table 3
Kinetic parameters of biogas production from GS

Excess granular sludge * WP H0.5 H1.0 D50%_2.0 D50%_4.0 D100%_4
Maximal biogas 
productivity 
(experimental data)

dm3/kg TS 200.6±4 205.2±5 207.1±5 214.0±5 228.2±5 232.8±5

dm3/kg VS 480.8±6 491.7±7 496.2±7 512.9±7 546.9±7 558.0±7

Ct;biogas dm3/kg TS 205.7 235.9 214.1 218.4 226.8 230.6
dm3/kg VS 493.0 565.3 513.1 523.4 543.6 552.6

rbiogas dm3/(kg TS⋅d) 26.7 21,0 27.8 29.0 34.0 37.4
dm3/(kg TS⋅d) 64.1 50.3 66.7 69.6 81.5 89.5

kbiogas d-1 0.130 0.089 0.130 0.133 0.150 0.162
Increase in biogas 
productivity** % – 2.2 3.2 6.7 13.8 16.0

Methane content % 58.9±0.5 58.6±0.5 59.2±0.5 61.4±0.5 62.5±0.5 62.6±0.5

* without pretreatment
** comparing to the value without pretreatment
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without pretreatment. In addition, the authors indicated that methane content 
in the biogas increased by 10%, and this was much higher increase than in  
the present study.

The information on the biogas productivity of aerobic granular sludge are 
scarce. Little research has been done on pretreatment step on improving the 
productivity. Val del Rio et al. (2011) studied thermal pretreatment to treat 
two different aerobic granular sludges, G1 from a reactor fed with pig manure 
and G2 from a reactor fed with a synthetic medium that simulates municipal 
wastewater. Biodegradability of the untreated excess aerobic granular sludge 
(33% for G1 and 49% for G2) was similar to that obtained for an activated 
sludge (30-50%). The thermal pretreatment of G1 and G2 enhanced anaerobic 
digestion respectively by 20% and 14% at 60oC and by 88% and 18% at 170oC, 
in comparison to the untreated sludge. In others study, Val del Rio et al. (2013) 
also checked the effect of thermal pretreatment (133oC for 20 min) of aerobic 
granular sludge from pilot plant SBR, fed with the liquid fraction of pig slurry, 
on biogas potentials. The authors found that biogas production of the granules 
after pretreatment was more than 30% higher than that of the granules without 
pretreatment. 

Conclusions

The study showed that biogas productivity from excess activated sludge 
was much higher than from excess granular sludge. The biogas productivity 
of AS without pretreatment was ca. 603 dm3/kg TS (ca. 793 dm3/kg VS); that 
of GS was ca. 200 dm3/kg TS (ca. 480 dm3/kg VS). Ultrasound disintegration 
increased sludge digestibility more than homogenization. After  pretreatment 
by ultrasound disintegration there was a noticeable increase in biogas produc-
tivity and in methane content with both AS and GS. After disintegration of the 
sludge, the biogas productivity of AS increased by 7.8–16.1%, and that of GS 
increased by 7.0–16.0% depending on the parameters of disintegration. How-
ever, after homogenization, the biogas productivity increased by 2.0-3.0% (AS)  
and 1.6-3.2% (GS). 
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A b s t r a c t

In this paper commercially available activated WD-extra carbon (Gryfskand) which is applied 
for water treatment was used. Activated carbon was modified by the following chemical agents: 
H2O2, HNO3 and HCl. Chemical modifications significantly affect the chemical, structural and 
surface properties of activated carbons. Hydrophobization with ethereal stearic acid was performed 
on the raw material and samples after chemical modification. Hydrophobic properties of the samples 
were specified. The relationship of the chemical modification agents with hydrophobization degree 
was indicated. The thermal effects of wetting by methanol was measured. The heat of wetting 
was calculated. The purpose of the work was to modify the WD carbon properties to obtain an 
adsorbent for cooling systems characterized by both good thermal capacity and moisture resist-
ance. The modifying chemical substances applied accounted for an increase in the concentration 
of the acid functional groups. The hydrophobized and HCl-modified WD(HCl) carbon has the best 
hydrophobized properties. The results of studies describing such modifications allow to conclude 
that the use of hydrophobic materials may lead to the production of sorbents with new functions 
facilitating their storage and use.
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Introduction

Activated carbons are known to be excellent adsorbents and are therefore 
used to remove a broad spectrum of dissolved organic and inorganic species from 
both the gas phase and he liquid phase. Coals applications are also known and 
widely used, but the specific properties of this material may be useful in other 
areas as well. Theoretical and experimental work has done that the application 
of carbon adsorbents for heat storage in adsorptive cooling systems/adsorp-
tive refrigerators is useful (Meunier 2001). The most interesting system may 
be methyl alcohol pair and microporous carbon materials (Leite et al. 2005). 
Carbon is a good solid adsorbent for storage of mass and energy because of its 
good internal porosity and large specific surface area. (Marsh, Rodriguez- 
-Reinoso 2006). It is worth to add that are much cheaper than systems with the 
use of zeolites. Additionally methanol is a very good adsorbate because it can 
work at temperatures considerably lower than 0°C (Wang et al. 2003). Carbons 
effectiveness in such applications primarily depends on structural properties 
and chemical properties of the surface. Techniques to modify and characterize 
the surface chemical properties of activated carbons constituted the subject  
of interest for many scientists (Menendez et al. 1996).

The chemical modifications may be carried out by various agents, the most 
common of which include the following: a strong oxidizing nitric acid (El-Hen-
dawy 2003), inorganic acids: hydrochloric acid (HCl) and hydrofluoric acid (HF) 
(Bagreev et al. 2001). Operation of the carbon-oxidizing agents causes the in-
troduction of the activated carbon surfaces into a variety of oxygen-containing 
surface groups (carboxyl, lactone, phenol, ketone, quinone and ethereal groups). 
Many properties of carbon adsorbents are definitely influenced by chemisorbed 
oxygen, which can be bound in the form of various functional groups (Kalijadis 
et al. 2011). The modifying surface carbon may change the nature of hydrophobic 
to hydrophilic what is not always beneficial when they are used. So, it is very 
important what kind of modification rewords treatment-enhancing properties 
(structural and surface parameters) of carbon sorbents are used (Repelewicz 
et al. 2009, Buczek, Wolak 2008). 

The change of the hydrophobic properties of the carbon materials, which 
is applied during production filters for removing oil and organic pollutants 
(Lee et al. 2011) or in the purification processes used frying oils, is possible 
(Buczek, Chwiałkowski 2005). Hydrophobization is a beneficial process from 
the economic point of view since, as it is commonly known, hydrophobic materials 
are sensitive to the harmful effect of humidity to a much lower degree than solids 
with similar applications but not possessing this characteristic. The results 
of studies describing such modifications allow to conclude that the use of the 
hydrophobized materials can lead to production of less amount of the solid waste 
during the industrial purification process, moreover new features of the sorbents 
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make its storage and dosage easier. The topic of the hydrofobization different 
material is actual and such researches could have a potential to contribute to 
improvements of waste purification processes.

The kind of material which is useful for the specific application results directly 
from its properties. The activated carbons used for the removal of pollution from 
solutions are characterized by high water absorption. It may be unfavorable 
during the regeneration process. In the case of cooling systems, the damp ma-
terial will have a lower thermal capacity. Therefore in this application also an 
important feature of carbons may be resistance to the water. Water resistance 
of carbons can be changed by means of the hydrophobization process (Duong 
Do 1998, Thomas, Crittenden 1998, Yang 2003, Kerry 2006).

Experimental part

Sample preparation

During the preparation of this paper a commercially available WD-extra 
activated carbon (Gryfskand) which is applied for water treatment was used. 
It was obtained from coal dust and binder and it was used as a raw material 
(WD). Activated carbon (WD) was modified by the following chemical agents: 
HCl (1 M – with a molar concentration 1 mol/dm3), HNO3 (1:1 – 65% acid dilut-
ed with 1:1 distilled water) and H2O2 (30% – with a percentage concentration).  
The 10 g sample of adsorbent was poured with 300 cm3 of the oxidizing agent 
and this led to boiling. Modification was carried out at the boiling point during 
3 hours. Subsequently the samples were filtered, washed with distilled water to 
a constant pH and dried. The modified carbon was obtained which is denoted 
by WD(HCl), WD(HNO3) and WD(H2O2), respectively. pH values were mea-
sured for all modifying substances. The values of pH for the raw materials were 
the following: WD – 9.6, WD(HCl) – 5.2, WD(HNO3) – 4.7, WD(H2O2) – 7.8.  
The modification of activated carbon with chemical agents exerted a strong 
influence on the chemical character of its surface. The alkaline raw material 
after modification with strong HCl and HNO3 becomes an acidic adsorbent.  
The modification of the alkaline adsorbent by H2O2 was obtained but the values 
of pH from 9.6 to 7.8 was decreased.

Structural properties

The standard parameters of the porous structure were calculated by means  
of low-temperature (77 K) nitrogen adsorption isotherms. Porous texture 
parameters were determined by means of an apparatus for precise measurement 
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of physical adsorption and chemisorption – AUTOSORB-1-C (Quantachrome 
Instruments, USA). Before measurement, the samples were degassed at 200°C 
for 12 hours using a vacuum degasser system equipped with a turbomolecular 
pump.

The surface areas (SBET) were obtained from physical adsorption isotherms 
data using the BET equation. The BET equation presents a formula (1).

	 𝑎𝑎 = 𝑎𝑎𝑚𝑚 ⋅ 𝑐𝑐 ⋅ 𝑥𝑥
(1 − 𝑥𝑥) ⋅ [1 + (𝑐𝑐 − 1)] ⋅ 𝑥𝑥 	 (1)

where:
a	 – equilibrium adsorption with a relative pressure x = p/p0 [mole],
am	– adsorption capacity of the monolayer [mole],
c	 – constant dependent on the adsorption heat. 

The total volume pores (Vt) were read from the isotherms for the relative 
pressure equal to 0.995. The micropore volume (Wo), adsorption energy (Eo) and 
micropore surface area (Smic) were calculated using the Dubinin-Radushkevich 
(DR) equation. The mesopore volumes (VBJH), surface area of mesopore (SBJH) 
were determined using the standard Barreta, Joynera, Halendy method (BJH). 
All structural parameters are summarized in Table 1.

Table 1
Structural of activated carbon samples

Adsorbent SBET
[m2g-1]

Vt
[cm3g-1]

Wo
[cm3g-1]

Eo
[kJ⋅mol-1]

Smic
[m2g-1]

VBJH
[cm3g-1]

SBJH
[m2g-1]

WD 1,583 0.845 0.591 18.37 1,662 0.302 289
WD(HCl) 1,235 0.627 0.448 20.96 1,259 0.162 126
WD(HNO3) 652 0.299 0.204 21.87 575 0.098 91
WD(H2O2) 1,129 0.574 0.406 21.50 1,142 0.159 138

As a result of the chemical modification, the obtained materials were char-
acterized by a less developed microporous structure. This is evidenced by lower 
values of the specific surface area and the volume of micropores. The smallest 
specific surface area of SBET was obtained for activeted carbon modified with 
strong acid HNO3.

Chemical surface characterization

The chemical properties of the surface were estimated by Boehm’s method 
which is a general procedure used to determine the distribution of the sur-
face functional groups (Boehm 2002). The Boehm titration method gives both 
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qualitative and quantitative information only about basic and acidic groups  
(in the form of carboxyl, lactone and phenol). These groups differ in their 
acidities and can be distinguished by neutralization with different solutions: 
HCl (for basic groups) and NaHCO3, Na2CO3 and NaOH (for acidic groups).  
The total numbers of the groups of basic character were determined by titration 
of the NaOH solution, the excess of unreacted HCl. The amount and the type  
of surface oxygen groups by Boehm titration was examined. The obtained results 
are given in Table 2.

Table 2
Concentration of oxygen functional groups 

Adsorbent Basic groups 
[mmol⋅g-1]

Acidic groups [mmol⋅g-1]
Carboxyl Lactone Phenol Total

WD 2.210 0.125 0.124 0.359 0.608
WD(HCl) 0.246 0.373 0.371 1.594 2.338
WD(HNO3) 0.123 2.455 2.984 4.745 10.184
WD(H2O2) 2.094 0.123 0.125 0.374 0.622

Hydrophobization process

During the hydrophobization process a commercial modifier – stearic acid 
– was used. The method of carbon hydrophobization with the use of stearic acid 
was carried out with the use of ether stearic acid solution. The concentration 
of the ether solution was chosen in such a way that after evaporation of the 
solvent, the content of stearic acid in a solid material was equal to 1%. Hydro-
phobization was carried out by mixing stearic acid solution with the carbon in 
a laboratory evaporator, at an increased temperature. The detailed descriptions 
of the conducted hydrophobization processes can be found in the author’s earlier 
works (Vogt 2008).

Evaluation of the hydrophobization degree by “floating on water” 
test. In this work a relative evaluation of the hydrophobization degree of the 
analysed materials was based on a simple experiment – the so-called “floating 
on water” test (Vogt 2012). The experiment consisted in placing a small amount 
of material on the surface of water in a beaker. The hydrophobization degree 
of materials modified in the work was evaluated on the basis of the material 
amount floating on the water surface for a specified period of time. Figure 1 
presents the photographs of the “floating on water” test for the materials, ob-
tained immediately after placing the samples on the water surface.

Evaluation of the water absorption. Water absorption was determined by 
means of a modified method based on the EN 1097-6:2013 standard (EN 1097-6:  
2013 standard). Water absorption is the amount of water that is retained  
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in the entire volume of the test sample immersed in the water. The test portion 
of material was placed in a beaker and completely immersed in the water. After 
that the test portion was placed in the wire basket. The sample remained in 
the basket for a certain time until the water has stopped dripping. In our test 
absorbent clothes have not been used for draining excess water.

The amount of water determined during a test carried out in this manner is 
adequate to the amount of water retained in the bed of activated carbon which 
will be generated in industrial conditions.

The mass m1 of the saturated test portion of material was obtained.  
The water absorption (WA) was calculated from the formula (2):

	 𝑊𝑊𝑊𝑊 = 𝑚𝑚1 − 𝑚𝑚2
𝑚𝑚2

⋅ 100% 	  (2)

where:
m1	 – mass of the saturated test portion [g],
m2	– mass of the oven-dried at 105oC, test portion [g].

Fig. 1. The photographs of the “floating on water” test: a – not hydrophobized, b – hydrophobized
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The obtained results are presented in Table 3.
Carbons lose their natural hydrophobic properties after acid modification. 

Water adsorption results obtained for acid-modified carbons are higher than 
for raw material WD (Tab. 3). The hydrophobization process allows both the 
reproduction of this natural hydrophobicity and, in the case of WD(HCl)–H 
material even decreases the water adsorption value as compared to the raw 
material of WD.

Table 3
Water absorption

Water absorption [%]
WD WD(HCl) WD(HNO3) WD(H2O2)
164 211 292 167
WD–H WD(HCl)–H WD(HNO3)–H WD(H2O2)–H
142 124 206 164

Heat effects

For the estimation of the energetic effects characterizing the investi-
gated carbons, the heat of their wetting by methanol has been determined.  
The heat of wetting, evolved as a result of the mutual interaction of the molecules 
of the wetting liquid and the adsorbent surface, is a valuable source of infor-
mation. The heat of wetting can be used to determine the relative surface area  
of carbon, heat of adsorption, as well as for the determination of its hydrophilicity 
and the degree of the oxidation of the adsorbent surface (López-Ramón et al. 
2000, Szymański et al. 2002). 

The measurements of the heat of wetting were carried out in the original 
apparatus, which was presented in (Buczek, Wolak 2009). At first, the activated 
carbon samples were heated at 105oC for about 3 hours. The investigated 
adsorbents were measured in the amount of 2 g samples. As the wetting 
liquid 10 cm3 of methyl alcohol was used. The temperature in the apparatus 
was measured with an accuracy of 0.1oC. During the whole measurement 
procedure the electronic system registered the changes of temperature in time.  
The measurement was stopped when successive temperature measurements 
showed a decrease. Temperature changes as a function of time is presented  
in Figure 2.

Analyzing the course of temperature changes over time, it was noticed that 
for all hydrophobic coals thermal effects of wetting with methanol are slightly 
lower than for non-hydrophobic coals. The function is similar for all samples 
tested. Such values allow to conclude that the hydrophobization process does 
not significantly reduce the thermal effects during the adsorption of methanol 
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vapors. This effect is profitable when using hydrophobized carbons in cooling 
systems. What’s more, the hydrophobic carbons will not get wet with ambient 
water during storage or use. Thus, their efficiency as a sorbent used in cooling 
systems will be higher.

On the basis of the measurements carried out, the heat of wetting with 
methanol was calculated with Equation (3).

	
𝑞𝑞 = (𝐶𝐶𝑤𝑤𝑤𝑤𝑉𝑉𝐴𝐴𝑑𝑑𝐴𝐴 + 𝐶𝐶𝑤𝑤𝑤𝑤𝑚𝑚𝐶𝐶)Δ𝑇𝑇 	 (3)

where:
CwA	– specific heat of methanol [J·g-1],
VA	 – volume of methanol [cm3],
dA	 – density of methanol [g·cm-3],
CwC	– specific heat of carbon, constant for all samples [J·g-1],

Fig. 2. Temperature variation in time
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mC	 – mass of activated carbon [g],
ΔT	 – temperature rise from steady state to maximum.

The values of the heat effect (∆T ) and the heat of wetting (q [J] and Q [J/g]), 
are collected in Table 4.

Table. 4
Heat effect and heat of weeting of activated carbon samples

Adsorbent ∆T q [J] Q [J⋅g-1]
WD 4.2 88.0 44.8
WD-H 1.6 33.5 17.1
WD(HCl) 2.9 61.0 30.1
WD(HCl)–H 2.2 46.1 23.5
WD(HNO3) 2.3 48.3 24.2
WD(HNO3)–H 0.9 19.0 9.1
WD(H2O2) 2.9 61.2 29.3
WD(H2O2)–H 1.6 33.4 17.5

For the modified HCl coal WD(HCl) after the hydrophobization process 
WD(HCl)-H, the smallest reduction in thermal effects was determined. It can 
be concluded that such a procedure for modifying WD carbon to obtain a hy-
drophobic material is most advantageous for obtaining a sorbent for a cooling 
system (WD carbon-methanol). What’s more, such hydrophobic coal will not take 
water from surrounding during storage or use. Thus, its efficiency as a sorbent 
used in cooling systems may be higher in the case of high humidity. 

Results and discussion

The proposed method of the modification of WD-extra activated carbon influ-
enced its surface and structural properties. The greatest impact on the structure 
of the porous activated carbon was particularly distinct when use was made 
of nitric acid at the boiling point. It was demonstrated that the modifying sub-
stance (WD(HNO3)) reduced surface area by almost 60% compared to the raw 
material. Both the micropore volume (0.204 cm3/g) and particularly the meso-
pore volume (0.098 cm3/g) is reduced. Nitric acid causes too much destruction of 
pore structure so it isn’t good modification for obtaining new sorbent for cooling 
systems. Modification with non-oxidant hydrochloric acid and hydrogen peroxide 
also influenced the pore structure of the carbon, but they were not quite as big.

The modifying substances applied accounted for an increase in the con-
centration of the acid functional groups (Tab. 2). The raw carbon contained 
predominantly the groups of basic character and a negligible amount of acidic 
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groups. The greatest increase of the acidic groups was observed in the case  
of nitric acid, which is consistent with the literature (Pradhan, Sandle 1999, 
Repelewicz et al. 2009). Also the increase of concentration of acidic groups was 
particularly distinct when HCl was used. The WD(H2O2) modifying material 
remained as the only alkaline carbon.

In adsorptive cooling systems, better sorbents are materials with a developed 
microporous surface, greater adsorptive capacity with respect to methanol and 
better thermal conductivity. The introduction of acidic/basic groups onto the car-
bon surface can increase the adsorption efficiency of polar methanol molecules.

On the basis of the results obtained from the “floating on water” test (im-
mediately after placing the samples on the water surface) it was stated (Fig. 1)  
that the hydrophobization process changed the water resistance of carbons. 
Non-hydrophobized materials became immediately moist and fell onto the beaker 
bottom. In the case of hydrophobized materials raw (WD) or HCl modified coals 
WD(HCl) almost the complete portion of the materials remained on the water 
surface. In the case of hydrophobized and H2O2 modified materials WD(H2O2) 
more than half of the sample fell to the bottom of the beaker. The worst hydro-
phobic properties were obtained by carbon modified with nitric acid WD(HNO3) 
– almost the whole quantity of the material fell to the bottom of the beaker. 
The material on the water surface was observed for another 2 hours. After that 
only hydrophobized and HCl-modified WD(HCl) carbon remained on the water 
surface. This material has the best hydrophobized properties. It floated on the 
water also on the next day as the only one of all the modified materials.

Conclusion

The aim of the work was to modify the WD carbon properties to obtain an 
adsorbent for cooling systems characterized by both good thermal capacity and 
moisture resistance.

The water absorption measurements confirm the hydrophobization process 
changed the water resistance of carbons. In the case of hydrophobized and HCl 
modified carbon WD(HCl) the water absorption was the smallest from the val-
ues obtained for all samples. The obtained values of water absorption enable us 
not only to compare the hydrophobic properties of hydrophobized carbons but 
also tell us how much of water is absorbed. In the case of hydrophobized and 
HCl-modified, WD(HCl)-H carbon this value is almost less than half the value 
for non-hydrophobized material. 

Such hydrophobic carbon WD(HCl)-H will not take water from surrounding 
during storage or usage. Thus, its efficiency as a sorbent used in cooling sys-
tems may be higher in the case of high humidity. The procedure of obtaining  
a sorbent for a cooling system (WD carbon – methanol) consisting on connecting 
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activation process by HCl (WD(HCl)) and hydrofobization process (WD(HCl)-H)) 
it seems to be the best of the used methods.

It was found that the types of chemical modification of carbons that are 
used affect the hydrophobization ability of the material. The results of studies 
describing such modifications allow to conclude that the use of hydrophobic 
materials may lead to the production of sorbents with new functions facilitating 
their storage and use.

The work was carried out within the research to keep the research potential AGH (11.11.210.374). 
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