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A b s t r a c t 

The beginning of the XXIst century is characterized by rapid development of polymer materials, 
including polymer composite materials, which consist of a natural organic filler (wood flour, sawdust, 
cellulose fiber, flax fiber, sisal fiber) and reinforcement carrier (polymer). In case of that kind  
of the fillers under the influence of weathering (humidity, temperature) they might be subject 
to biodegradation due to effect of microorganisms, including funguses, which are responsible for 
degradation of natural organic fillers. In case of the low melting temperature polymers (e.g. PE-LD) 
the processing temperature does not entirely eliminate some of the fungal spores. The paper has 
presented the research results of twelve months. The development of the microorganisms in the 
natural conditions was examined in a pure filler (sawdust) as well as in a composite. Simultaneously, 
change of one of the fundamental strength properties, which is the impact strength, was being 
tested. For the investigated composite the PE-LD as the matrix and a sawdust mixture of pine, 
larch and oak were used. The sawdust formed the composite in 30% vol. The research results 
confirmed that in the natural conditions the microorganisms development depends on weathering 
which varies in the time of the year. The value of the V notch impact strength changed from  
12.5 kJ/m2 for the composite in initial phase to the value of 6.7 kJ/m2 after twelve months operation, 
which is close to 54%. 
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Introduction

The dynamic research development on polymers can be noticed since the 
second half of the XXth century (Barton 2014). One of the directions is creation 
of polymer composites with natural organic fillers. The thermoplastic polymers 
(usually of low melting temperature) are used as matrix and plant fibers or 
sawdust (byproduct of wood processing) might be applied as a filler (Garbarczyk 
et al. 2009). 

The paper discusses a problem of mechanic properties change on an example 
of V notch impact strength of mentioned above composites connected with their 
destruction while exploited in outer conditions under influence of microorganisms 
(Miedzianowska et al. 2018). 

Materials and Methods

Low Density Polyethylene (PE-LD) was selected as the matrix because  
of common use and low temperature processing. Sawdust was the filler. It was 
composed of residue of processing of three tree species: pine, larch and oak. 
Sawdust share in polymer was equal to 30%. That type of composite can be 
applied for roofing of lightweight construction building, e.g. shed, garage, holiday 
cabin, deck, etc. 

The composite has been produced as 4 mm plates by the extrusion method. 
The extruder was one screw type. The rotational speed of a screw was equal 
to 70 rpm. The working temperatures were as follows: feeding device – 125°C, 
charging barrel – 130°C, extruder head – 130°C, nozzle – 135°C. Sawdust prior 
to addition to the polymer was dried to the level of 0.1% (Koszkul 1999), which  
is the moisture limit value for PE-LD processing. Usually, no additional chemicals 
protecting against harmful effects of microorganisms during exploitation  
of a composite are used (Postawa et al. 2010). 

The examined composite was kept in outer weather conditions (moisture, 
temperature) as the exploitation conditions are. The V notch strength research 
was done every 8 weeks for 12 months. Simultaneously, the presence and content 
of microorganisms in sawdust and the composite was investigated. 

The maximum processing temperature (135°C) did not guarantee getting 
rid of all the microorganisms, primarily fungal spores, which are resistant  
to that level of that temperature. Regarding to the wood composition (cellulose 
51%, hemicelluloses 23%, lignin 23% and other organic compounds 4%) and 
proper atmosphere conditions (moisture and temperature) the microorganisms 
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can freely grow. That state may lead to the sawdust decomposition and further 
partial biodegradation of the composite (Mańka 2011). 

The V notch impact strength research has been carried out by the Charpy 
impact test method according to the standard procedure. The V notch 
impact strength samples were cut mechanically to the following dimensions:  
80(±2) mm × 10(±0,5) mm × 4(±0,2) mm. The angle of the V notch equaled 45°±1°.  
The fillet radius was up to 0.2 mm. Each series of research consisted of  
12 measurements. Two extreme results were rejected and on the basis of ten 
remaining measurements the mean value was calculated. 

Out of the investigated sawdust and composites there were prepared series  
of 10-fold solutions by moving of 10 g of sawdust or shredded composite  
to a sterile bag. Subsequently, 90 cm3 of the solution liquid was added to the 
bag and the content was homogenized in a stomacher (Seward, Great Britain) 
for one minute. Following this period the supernatant liquids were decanted 
to sterile Schott bottles and microbiological determinations were carried out 
in the sawdust and composite: raw sawdust (Fig. 1), after two weeks, after one 
month, after two months (Fig. 2) and composites just after production, after 
two weeks, after two months, after four months (Fig. 3) and after six months 
of storage (Fig. 4). 

The Total Bacterial Count (TBC) was determined by transferring 1 cm3  
of selected solutions to the sterile Petri dishes with three replicates. The transfers 
were poured with the nutrient agar (Merck, Poland). They were mixed up and 
after solidifying they were incubated at the temperature of 30°C for 72 hours. 
Following the incubation all the grown colonies were counted and taking under 
consideration the solutions the result in cfu/g of the investigated sample was given. 

Fig. 1. Raw sawdust after pick up from sawmill
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Fig. 2. Growth of fungi in sample of sawdust after two months

Fig. 3. Growth of fungi in composite after four months of storage in natural conditions 

Fig. 4. Growth of fungi in composite after six months of storage in natural conditions
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The number of fungi (yeasts and molds) were determined by transferring 
1 cm3 of selected solutions to the sterile Petri dishes with three replicates. 
The transfers were poured with YGC agar (Merck, Poland). They were mixed 
up and after solidifying they were incubated in the temperature of 25°C for  
5 days. Following the incubation all the grown colonies of yeasts and/or molds 
were counted and taking under consideration solutions the result in cfu/g  
of the investigated sample was given (Poszytek 2016). 

Results Analysis and Conclusions

The results of the investigation of the V notch impact strength value was 
presented in the Table 1. The course change of the V notch impact strength was 
presented in the Figure 5. The Table 2 presents the results of the microbiological 
analysis of the sawdust and composite materials. 

Table 1
V notch impact strength results

Time
[months] V notch impact strength [kJ/m2]

0 12.51
2 11.39
4 9.3
6 10.88
8 8.01
10 7.36
12 6.7

In the raw sawdust the TBC number was high of about 107 cfu/g and during 
storage it was increasing which resulted in the growth of the fungi number. 
Directly after the production of the composite of the polymer and sawdust the TBC 
as well as the number of fungi were very low (about 101 cfu/g). This considerably 
significant decrease of the number of both groups of microorganisms relates  
to high temperature production procedure. During four months of storage, slowly 
but successively, the general number of microorganisms in the composite was 
increasing and number of fungi lingered at about the same number from the 
second month of storage. 

The obtained results indicated that Bacillus sort dominated among the 
bacteria. These bacteria are capable of surviving in high temperatures applied 
during the composite production process. They owe this to the sporulation 
ability. Some of those bacteria, like B. pumilus and B. circulans, have cellulolytic 
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Fig. 5. Changes in the V notch impact strength for the composite

Table 2
Microbiological analysis of samples

Sample
Number [cfu/g]

Total Bacterial Count
(TBC) Microscopic fungi

Sawdust (Raw) 4.6 ∙ 107 4.2 ∙ 105

Sawdust (2 weeks) 7.25 ∙ 107 1.4 ∙ 107

Sawdust (1 month) 5.0 ∙ 105

(Molds 7.1 ∙ 106) 1.1 ∙ 107

Sawdust (2 months) 3.5 ∙ 105 
(Molds 1.5 ∙ 106) 2.2 ∙ 106 

Composite material 7.5 ∙ 101 
(spore-forming bacteria, e.g. 

Bacillus, that survive sterilization 
temperature even for several 

minutes) + white downy molds

3.0 ∙ 101

(white downy molds fouling all the 
plate)

Composite material 
after 2 months 1.2 ∙ 103 

(mainly Bacillus bacteria type; 
single mold colonies)

5.5 ∙ 101

(flat colonies, low; grey or black 
colonies; other colonies are yellow, 
hyphae quite high, loose; Zygomy-

cetes class – sporangium)
Composite materials 
after 4 months

9.1 ∙ 103

(including molds) 4.8 ∙ 102

Composite materials 
after 6 months

1.08 ∙ 104

(molds 4.0 ∙ 102; 
mainly Penicillium)

1.3 ∙ 102

Composites after 8 
months 4.1 ∙ 102 2.1 ∙ 102
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properties thus they contribute to decomposition of the cellulose contained 
in sawdust. Yet, the microscopic fungi, especially Trichoderma, Penicillium, 
Aspergillus, Fusarium, etc., have greater cellulolytic capability (Poszytek 
2016). So, their metabolic activity may become a reason of loss of lignocellulosic 
components contained in sawdust, and thus they weaken the composite structure. 

The V notch impact strength changed from 12.5 kJ/m2 in the initial phase 
to 6.7 kJ/m2 after twelve months of exploitation, so by almost 54%. The rate  
of changes of V notch impact strength values depends on the rate of multipli-
cation of microorganisms connected with weather conditions (according to the 
season of a year). Therefore, it is deliberate to apply additional means to avoid 
microbial growth in that sort of the composite materials. 
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A b s t r a c t

The aim of the article is to find out about the public opinion of the inhabitants of the city of Piła 
about the functioning of the parking system, in which residents have problems finding a parking 
space. The most important issues in this field were reviewed. On the basis of the survey, car parks 
were designated, where it was proposed to modify the existing parking system by introducing 
intelligent parking systems. The results of the research, after analysis and summary of observations 
in the form of conclusions, are presented in the table and in the form of graphs.

Introduction

The technological development of the world causes the development of the 
automotive industry to a large extent. This is related to the constantly growing 
number of vehicles traveling on roads, which has more than doubled over the 
last 17 years (Fig. 1), and the number of parking spaces is not growing at such 
a pace. The problem of finding a parking space in urban areas has always been 
a problem for drivers living in developed countries.
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For years, solutions have been sought to ensure the largest possible number  
of parking spaces while using the minimum area of ​​land, especially in large 
urban agglomerations, where there is no more space for additional parking spaces.  
A growing number of vehicles that go literally wherever possible. We can find 
cars not only on highways and streets, but also on well-worn roads and paths. 
Such a number of vehicles necessitates the creation and provision of a safe place 
to stop the vehicle. One of the main problems is that parking is possible not only 
in typical car parks, but also in non-urbanized areas.

Fig. 1. Automotive index in 2002 ÷ 2019
Source: based on Statystyki CEPiK (2019), Gorzelanczyk (2020), Eurostat (2020).

Finding a parking space, especially in large urban agglomerations, is a time-
consuming process. Some of the negative effects of the parking space search 
process include, for example, unplanned costs, harmful social interactions, and 
decreased employee productivity. An important factor is also the fact that many 
vehicles with “larger dimensions” cannot fit in most parking spaces.

In order to determine the dimensions of parking spaces for individual types 
of vehicles, the announcement of the Minister of Investment and Development 
of April 8, 2019 on the publication of the consolidated text of the ordinance  
of the Minister of Infrastructure on technical conditions to be met by buildings 
and their location (Obwieszczenie Ministra Inwestycji i Rozwoju z 8 kwietnia… 
2019). The British Parking Association (BPA) (BPA 2020) analyzed the time 
spent by drivers looking for a free parking space. The BPA study also presents 
the driver’s feelings when looking for a parking space, as well as the criteria 
used by drivers looking for a parking space. Research shows that the average 
British driver spends almost 4 days (91 hours) a year finding a free parking 
space. In the United States, the situation is different. The average time it takes 
to find a parking space is 17 hours per year.
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The research conducted by IRNIX was similar. The study analyzed not 
only the time needed to find a free parking space, but also the related costs.  
Two types of incurred costs were included in the analysis. Costs to drivers for 
wasting extra fuel looking for a parking space and overheads that take into 
account not only fuel costs but also factors such as environmental impact and 
driver time. According to an INRIX study (McCoy 2020), searching for a free 
parking space costs $ 345 per year per driver.

Based on the report of the European Automobile Manufacturers Association 
(ACEA), it can be concluded that 66.2% of households declared that they owned 
at least one car (Okurowski 2020).

The report of the European Statistical Office (Eurostat 2020) was used  
to check the degree of motorization not only in Poland, but also in all European 
Union countries. The report shows that Poland is one of the most motorized 
countries in the European Union, next to such countries as: Liechtenstein, 
Luxembourg, Italy, Cyprus and Finland.

Many authors have addressed the subject of the limited number of parking 
spaces resulting in congestion, air pollution and frustration for drivers.  
The article (Gongjun et al. 2008) presents how the time needed to find a parking 
space has changed before and after the introduction of an intelligent parking 
system and how this system influenced the use of the parking lot.

Intelligent parking is a system based on a special infrastructure that allows 
the driver to quickly and accurately locate a free parking space. This system 
allows for comprehensive management of parking lots and provides users with 
information about the availability of parking spaces in given parts of the city 
and within its territory. In a specially prepared application, users can check 
whether there is a free parking space at the airport, cinema or other popular 
city venues. There are two main factors in the intelligent parking system:  
a transport infrastructure using smart cameras, sensors and algorithms. systems 
and applications for mobile devices. The image from cameras installed in strategic 
places from the point of view of communication is analyzed using algorithms 
and sent to a database connected to a free mobile application. The application 
will not only indicate the free space, but also suggest which one is best for  
a specific vehicle, taking into account the free space and dimensions of the 
vehicle. Additionally, this system allows to increase the safety of parking lots 
by constant monitoring of the parking space (Kirci et al. 2018).

Smart Parking is part of Intelligent Transportation Systems (ISP). This gives 
the opportunity to develop newer and newer parking improvements. This system 
not only controls the processes taking place in the car park, but also takes into 
account other aspects related to parking facilities (Kirci et al. 2018). ISP includes 
several systems, the most popular are such systems as: expert and agent systems, 
system based on fuzzy logic, systems based on wireless sensors, systems based 
on GPS navigation, road communication systems and systems based on vision
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The intelligent parking system should enable the driver to book the selected 
parking space and facilitate movement around it. The continuous “entry/exit” 
system is designed to automatically scan all vehicles entering and exiting the 
parking lot. These systems not only increase the protection of our car through 
its constant monitoring, but also allow for additional activities related to 
the parking process, such as, for example, the purchase of a parking ticket.  
The full automation of these systems means that the driver does not waste time 
looking for a parking space and does not care where he should pay for parking. 
As these systems monitor the traffic in the car park, this leads to a reduction in 
congestion and an overall improvement in road traffic (Szmidt 2017). The benefits 
of implementing an intelligent system are described in (Mufaqih et al. 2020).

The issues related to the systems used in intelligent parking systems are also 
described in the article (Faheem et al. 2013) which describes in detail: expert 
systems, systems based on fuzzy logic, wireless systems, road communication 
systems and vision systems.

The topic of using intelligent parking systems based on the use of intelligent 
real-time cameras was discussed in (Alam et al. 2018). The work describes the 
principle of operation and construction of a system based on the use of intelligent 
cameras, examples of system applications and the correct arrangement of the 
entire infrastructure included in the system. The topic of intelligent parking 
lots was also included in (Stanczyk, Pyrek 2013, Skrzyniowski et al. 2018, 
Parkitny 2010).

Intelligent parking solutions have been implemented in Gdańsk, where 
parking spaces located on the streets in the city center are monitored, and the 
steering wheel in the application can check where there is a free parking space. 
Similar solutions exist in Warsaw, Gliwice and many other Polish cities.

Materials and Methods

The main goal of the work is to find out the opinion of the inhabitants  
of the city of Piła on the functioning of the parking system, where residents have 
problems with finding a parking space. The study conducted a survey aimed  
at finding out the opinions of residents and people coming to the city of Piła 
about the transport infrastructure related to parking lots in Piła, and the city 
does not plan to improve the parking situation in the city of the future and there 
are currently no intelligent parking solutions in the city.

The first step in the study was to use a pilot study. The interviewers were 
assigned 10 questionnaires, the purpose of which was to express an opinion on the 
method of implementation and its clear image. Based on the conclusions reached 
through this procedure, the final version of the questionnaire was prepared.  
The next step in conducting the survey was to encourage the survey participants 
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to complete the final version of the survey in electronic form. The drivers survey 
asked, inter alia, o: the purpose of the trip, the time needed to find a parking 
space, whether they had previously encountered the Smart Parking concept and 
many other questions related to public transport. infrastructure. The research 
was conducted in the form of a questionnaire from March 2020 to the end  
of May 2020. The research involved randomly selected 286 people. The study 
was conducted on various social groups in order to thoroughly learn the opinions 
of the city’s inhabitants.

The next step was to calculate the sample selection.
1.	From a practical point of view, the maximum error is δ = 2%, based  

on surveys conducted within the city of Pila in most of them the maximum error 
was estimated δ = 10%.

2.	The significance level assessed in most studies is 90%.
3.	The standard variation of the population in Pila is 52% female and  

48% male.
Then the sample was calculated using the following formula:

𝑛𝑛 = 𝑍𝑍2 ∙ 𝑝𝑝(1 − 𝑝𝑝)
𝛿𝛿2  , 

where:
n – sample size number,
Z – significance level dependent coefficient, 90% – 1.65,
p – proportion in the population, (52% – 0.52, 48% – 0.48),
δ – estimation error, 5% – 0.05.

𝑛𝑛 = 1.642 ∙ 0.52(1−0.52)
0.052  = 2.69 ∙ (0.52 ∙ 0,48)

0.0025 = 268.57. 
 

The minimum sample size took a value of approximately 269, but the number 
of people during the study increased to 286 people.

Results

The highest percentage of respondents (39%) came from the age group  
of 18 to 25 years old, which is due to the fact that people in this age group have 
driving licenses and are active on the Internet. People in this age group are 
mostly students, who don’t have many obligations and can afford to “waste” 
more time than other age groups. In the 26-50 age group the number of people 
taking part in the survey is 40%. The smallest percentage of respondents 21% 
are people over 50 years old. 

Regarding their place of living 40% of the respondents stated that they live 
in the city of Piła, and a small number of people 13% live in areas between  
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5 and 10 km from the city center. A significant part of respondents (38%) live 
in places located more than 20 km from the city center (Fig. 2). Respondents 
mostly live in urban area (53%) and 47% live in rural areas. A vast majority  
of 73% of respondents states that they are the driver of the vehicle while driving. 
Only 27% of the respondents identify themselves as a passenger.

Fig. 2. Place of residence
Source: own study.

Most of the respondents (over 50%) come to the city for education or work. 
13% of respondents say they come to the city for shopping, 7% for a visit and 
only 3% of them choose the city as a leisure time destination (Fig. 3). Among 
other purposes of their visit, respondents most often cited visiting a specialist 
doctor or getting tests done in city health facilities as the reason.

Fig. 3. Destination
Source: own study.
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The vast majority of respondents (61%) consider the city’s transportation 
infrastructure to be at a good or very good level. Such a high result could be 
influenced mainly by renovations carried out over the years. 20% of respondents 
think that the city’s infrastructure is at a neutral level, and only 15% see  
it as negative. 4% of respondents could not express their opinion on that (Fig. 4).

Fig. 4. Assessment of the city’s transport infrastructure
Source: own study.

38% of respondents state that the location of Pila’s parking lots in relation 
to the places they visit is good, and 12% believe that parking availability  
is very good. 27% of respondents have a neutral approach to the subject. 16%  
of respondents think that the location of Piła’s parking lots is bad and 7% think 
that the location is very bad (Fig. 5).

Fig. 5. Availability of parking in relation to places visited
Source: own study.
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The time spent finding an available parking space varies widely. This is most 
likely due to the different destinations and personal feelings of the respondents. 
Nevertheless, 44% of respondents find a parking space within a time range  
of up to 3 minutes. 24% of respondents need 4 to 6 minutes to find a free parking 
space and 32% of respondents spend 7 to even more than 10 minutes (Fig. 6). 
64% of respondents admit that they have not encountered the concept of smart 
parking before. This may be due to the fact that the concept is relatively new 
and the technologies used in Smart City are rare. 36% of respondents state  
that they have encountered the concept before. The vast majority of 63%  
of respondents think that the introduction of smart parking is a good solution. 
26% of respondents say they are indifferent to the idea and 11% are against it.

Fig. 6. The time it takes to find a free parking space
Source: own study.

The vast majority of respondents state that they would use smart parking 
systems often 40% or very often 18%. 17% of respondents think they would use 
this solution from time to time, 11% of respondents think they would rather 
never use this solution and 5% of them declare they are not interested in such 
solution. 9% of respondents did not express their opinion (Fig. 7).

A significant number of respondents, as many as 37%, said that a smart 
parking system should appear at the Vivo shopping mall. 15% of respondents 
were in favor of Chestnut Gallery, 12% thought that a good place for a parking 
system would be a parking lot by the market square, and only 9% believe that 
the ideal place to introduce intelligent solutions is the Signify parking lot.  
A large number of respondents (27%) would choose other locations for such 
solutions (Fig. 8). The most frequent answers were: city center, Piła City Hall, 
Stanisław Staszic Specialist Hospital, Biedronka supermarkets and railway 
station.
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Fig. 7. How often would you use a smart parking system?
Source: own study.

A significant number of respondents, as many as 37%, said that an intelligent 
parking system should appear by the Vivo shopping mall. 15% of respondents 
supported a parking lot next to a hospital, 12% said that a good place for  
a parking system would be a parking lot next to a pedestrian zone, and only 9% 
said that the ideal place for intelligent parking solutions is a parking lot next 
to a railway station. A large number of respondents (27%) would choose other 
places for such solutions (Fig. 8). Among respondents’ answers there were: city 
center, Piła City Hall, Biedronka supermarkets and Galeria Kasztanowa.

Fig. 8. Where do you propose to introduce Smart Parking
Source: own study.

Almost all respondents, up to 98%, confirmed the use of payments with 
mobile devices such as smartphone and smartwatch. Only 2% of respondents 
said they do not use this form of payment. Poland is one of the leaders in mobile 
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payments in Europe, according to Visa Digital Payments research (Parkitny 
2010) as many as 86% of Poles expect to use mobile payments by the end of 2020.

For the last additional, open-ended question “How do you feel about the 
introduction of smart systems related to city management?” a significant number 
of respondents unanimously agreed that the introduction of smart systems 
to improve city management is needed and required. The respondents were 
unanimous in their willingness to support and use all the facilities provided 
to them by the smart systems in the Smart City project. A large number  
of respondents also pointed out that the urban environment should not have  
a significant impact on the natural environment, and the implemented solutions 
should be pro-ecological.

Based on the author’s observations, confirmed by respondents’ surveys (Fig. 8), 
places were selected where residents have a problem with finding a parking space:

–	Parking lot next to Galeria VIVO! Pila;
–	Parking lot near the Stanislaw Staszic Specialist Hospital;
–	Parking area near Deptak (Pila Pedestrian Street);
–	Parking area at the PKP railway station.
The technical data of the above-mentioned facilities are presented in Table 1.

Table 1
Technical data of selected car parks in the city of Piła

Car park parameter / Name of 
the car park

Parking lot 
next 

to Galeria 
VIVO! Pila

Parking lot near 
the Stanislaw 

Staszic Specialist 
Hospital

Parking area 
near Deptak 

(Pila Pedestrian 
Street)

Parking area  
at the PKP 

railway 
station

Total parking lot surface area 18,850 m2 7,250 m2 5,100 m2 1,600 m2

Total number of parking 
spaces 480 230 144 54

Number of parking spaces 
designated for passenger cars 434 224 134 50

Number of parking spaces 
designated for people with 
disabilities

20 10 10 4

Number of parking spaces 
designated for mothers with 
children

16 1 0 0

Source: own study.

In the analyzed car parks, the number of parked vehicles was examined 
during rush hours, and then the arithmetic mean was drawn. The research  
in all car parks was carried out from Monday to Friday from 5:00 p.m. to 7:00 p.m.  
and on weekends from 11:00 a.m. to 1:00 p.m. and from 3:00 p.m. to 6:00 p.m. 
in the period May – June 2020. The relevant data is presented in the Table 2.
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Based on the layout of the first of the analyzed car parks, the car park  
at Vivo, it is proposed to install a system based on intelligent cameras.  
The solution with cameras is expensive, but taking into account the number 
of parking spaces, this solution seems to be a better solution than the use  
of individual sensors responsible for each individual parking space. An alternative 
solution that could be used to improve the functioning of the car park is the 
construction of a multi-storey car park.

The structure of the hospital car park resembles a square. The square 
structure of the car park suggests that the optimal way to improve the functioning 
of the car park would be to install a smart camera system. This system would 
not only have a navigation and protective function, but would also inform drivers 
about which zones the car park is divided into. The use of the intelligent camera 
system would allow assigning an individual number to each vehicle entering the 
hospital parking lot. Not only would this automate the ticket collection process, 
it would also automatically cause hospital patients to be charged.

Another of the discussed car parks are the Promenada car parks. This is  
a place frequented by many people. There are not only many shops and eateries 
here, but it is also the perfect place to spend time together with family or friends.  
Such a large number of frequently used facilities means that the number  
of people and vehicles in this area is large, and the number of parking spaces  
is limited. The key factor in finding a free parking space is that there is no single 
large parking lot in the area that can accommodate all vehicles. A large number 
of small parking lots and the presence of the main Piła roads in this area only 
increase the problems related to the effective flow of vehicles, which results  
in the formation of traffic jams in the city center.

The introduction of a system based on Smart Parking technologies would 
significantly relieve drivers, but would also have a positive impact on traffic in 
the city. As this area is characterized by a large number of small parking lots 
and high vehicle rotation in parking lots, the ideal solution would be to install 
an intelligent parking system based on the use of parking sensors connected  
to the application. The simple concept of the sensor operation makes it the most 
optimal solution. Each individual parking space is equipped with a sensor that 
is able to show us the current state of the parking space in real time.

The last of the considered car parks is the train station car park with  
a limited number of parking spaces. The solution to the problem of a small number 
of parking spaces seems to be the automatic modular car park (Car Towers).  
Car towers are ideal where a large number of parking spaces are required 
and parking is small. The car park is fully automated and does not need to be 
operated by any employee. The only person who takes an active part in using 
the car park is the driver of the vehicle.
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Conclusion

The article uses a questionnaire to conduct a public opinion poll on the parking 
system in Piła and the possibility of introducing the Smart Parking system 
in Piła. The research clearly shows that people take an active part in the life  
of the city and support the introduction of intelligent solutions. A large part of the 
respondents expressed their willingness to use modern technological solutions 
and stated that the systems that are elements of Smart City are the basis for  
a more comfortable life not only in large urban agglomerations.

In the comments provided in the survey, respondents indicated that the city 
is often impassable during rush hours and that the streets are often congested. 
Intelligent parking systems would enable some drivers to find a free parking 
space more efficiently, which would significantly reduce the number of vehicles 
in traffic.

The article also presents proposals for the implementation of the project  
of intelligent parking lots in the city of Piła and other modern parking solutions 
based on a study conducted on the inhabitants of Piła and the surrounding 
area. Proposals for the implementation of the project of intelligent parking lots  
in the city of Piła and other modern parking solutions based on a study conducted 
on the inhabitants of Piła and the surrounding area were also described.  
After talking to the city authorities, there is a chance to introduce the described 
solutions in the analyzed city.
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A b s t r a c t

In this project, a system was designed there was designed a system for charging batteries  
in electric vehicles using photovoltaic panels. Low cost of operation, cheap reliable construction 
and simple user interface were among the main criterias taken into account. 

Each energy source was carefully selected and, modules were used so that they could in the 
way to power the microcontroller and charge the energy storage source. 

This article is a part of a project related to the design of digital control devices with electric 
drives carried out at the UWM. 

Introduction

The solution was patented (Syroka, Jakociuk 2020). 
The core of this publication is to show elementary ideas of battery charging 

module with usage of PV panels in electric vehicles, patented by author.  
This kind of drive will become a primary type in nearest future.

Main goal in this work was to show block and idea scheme of module and 
to present its steering code. Symbols on electrical schemes were result of type 
of used design tools.
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The control system solutions developed at UWM have been published in the 
book (Syroka 2019). 

Presented bibliography is according to author, the core set of position treating 
about electric vehicles steering.

Block scheme specification of battery charging

The photovoltaic supercharging system is simple, easy to use and cheap 
cost effective. It is also very efficient. Figure 1 shows a block diagram of the 
system for supercharging batteries in electric vehicles using photovoltaic panels.  
The system is switched on or off with buttons in manual mode. The system can 
be only switched on and off manually. When vehicle is switched off, the system 
draws power from external battery and, thanks to the photovoltaic panels,  
it can operate when the vehicle is not moving. The device can be reset by press-
ing the button which returns the microcontroller to its factory stock condition.  
The system uses an ATMEGA 328 PU microcontroller. 

There are five modules in the system responsible for correct energy storage 
and control:

–	control module 2; 
–	voltage measurement module (photovoltaic panels) 3;
–	energy storage module (photovoltaic panels) 4;
–	energy storage module (alternator) 5;
–	voltage measuring module (alternator) 6.
The advantages includes:
–	resistance to interference;
–	small size of the control system which does not interfere with design  

of the vehicle;
–	low cost and easy operation;
–	support for two energy sources (battery and photovoltaic panels);
–	clear interface.
In Figure 1, battery 1 of an in electric vehicle is connected to the control 

system 2 and voltage measurement module 3 of the photovoltaic panels. Control 
system 2 is connected to control module 4 collecting energy from photovoltaic 
panels, the control module 5 collecting energy from the alternator, control module 
6 measuring alternator voltage, and control module 7 adjusting output signals 
from the microcontroller, which is connected on one side to LCD 8 screen, and 
on the other side is connected via microcontroller 9, system 10 adjusting the 
input signals, the control system 11 with module 6 for measuring voltage from 
the alternator and module 3 measuring the voltage of the photovoltaic panel. 

System 2 controls the system for supercharging batteries of an electric vehicle. 
System 2 analyses signals from module 4 collecting energy from photovoltaic 
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panels, module 5 collecting energy from the alternator, module 6 measuring 
voltage from the alternator, and module 3 measuring voltage from photovoltaic 
panels. Through control system 11, module 6 measuring voltage from the 
alternator and module 3 measuring voltage from the photovoltaic panel provide 
input signals for the microcontroller 9. Output signals from microcontroller 9 
control the control system 2. Depending on the strength of the signals from the 
photovoltaic cells and the alternator, the battery is automatically supercharged. 
The modules collecting energy are independent, if one does not operate, the other 
can still supply energy to the battery and power it.

Power supply

The main control system is supplied by the system for voltage lowering 
and stabilization shown in Figure 2 (Denton 2016, Luecke 2005, Sikora, 
Zielonka 2011).

The voltage stabiliser is based on the LM 7805CT system, which reduces 
the voltage from 12 V to 5 V. Two 100 nF ceramic capacitors were used to avoid 
oscillation. Finally, the stabiliser includes two diodes to inform about the oper-
ation and charging the stabiliser system and two resistors to prevent burning 
of the two diodes.

Fig. 1. Block diagram of system for charging batteries in electric vehicles using photovoltaic 
panels (description in the text)
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Fig. 2. System lowering and stabilizing voltage 

Control system

A block diagram of the system for charging batteries in electric vehicles 
using photovoltaic panels is presented in Figure 3 (Buso, Mattavelli 2006, 
Gregory 2006, Moudgalya 2007).

The control system consists of:
–	a power supply system;	
–	5 V relays with coil;
–	SW buttons;
–	LCD with I2 C converter;
–	signalling LEDs with 330 Ω resistors;
–	bypasses consisting of four 100 kΩ resistors; 
–	16 MHz quartz oscillator; 
–	ATMEGA328P-PU system.
The system starts after the first voltage application. The system is then  

in the zero (neutral) state and a message is displayed (S1-enable supercharging, 
S2-disable supercharging).
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Fig. 3. Diagram of the control system for charging batteries  
in electric vehicles using photovoltaic panels
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At this point, the user can perform four operations:
1.	 When the SW1 button is pressed, charging is activated (relay U9 and 

U10 are in high state), a message on the LCD is displayed (Charging on) and 
the green LED lights up. 

2.	 When the SW2 button is pressed, charging is switched off (relay U9 and 
U10 are in the low state), a message on the LCD is displayed (Charging off), 
and the red LED lights up.

3.	 When the SW3 button is pressed, the voltage generated by the generators 
is measured, the information about the voltage is displayed on the LCD (Voltage= 
[measured voltage] V).

4.	 When the SW4 button is pressed, the voltage generated by the photovoltaic 
panels is measured, the information about the voltage is displayed on the LCD 
(Voltage= [measured voltage] V).

All of these operations can be performed at any time. 

Control programme

The programme is constantly being improved. One of the control program 
versions is shown in Figures 4-7.



Technical Sciences	 24, 2021

	 Battery Supercharging System in Electrical Vehicles Using Photovoltaic Panels	 33

Fig. 4. Control programme code, part 1
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Fig. 5. Control programme code, part 2
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Fig. 6. Control programme code, part 3
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Fig. 7. Control programme code, part 4



Technical Sciences	 24, 2021

	 Battery Supercharging System in Electrical Vehicles Using Photovoltaic Panels	 37

Summary

Under ideal weather conditions, it was concluded that the alternator is more 
efficient and generates more energy. Moreover, it can continue generating power 
when the photovoltaic panels are unable to do so, for example, at night. 

It should still be noted that the alternator generates power when a vehicle  
is moving, whereas photovoltaic panels can draw energy when the car is im-
mobile. Therefore, two energy sources were chosen to complement each other. 

An industrial prototype was constructed to enable testing and improve the 
structure from both an electronic and mechanical perspective. The mechanical 
structure of the device posed quite a challenge due to the climate conditions 
in the car. 

The software is being continuously improved, one version of which was 
presented in chapter Control system. Work results were patented Syroka, 
Jakociuk (2020).
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A b s t r a c t

A new optimization method presented in this work – the Least m-Order Central Moments 
method, is a generalization of the Least Squares method. It allows fitting a geometric object into 
a set of points in such a way that the maximum shift between the object and the points after 
fitting is smaller than in the Least Squares method. This property can be very useful in some 
engineering tasks, e.g. in the realignment of a railway track or gantry rails. The theoretical properties 
of the proposed optimization method are analyzed. The computational problems are discussed.  
The appropriate computational techniques are proposed to overcome these problems. The detailed 
computational algorithm and formulas of iterative processes have been derived. The numerical 
tests are presented, in order to illustrate the operation of proposed techniques. The results have 
been analyzed, and the conclusions were then formulated.
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Introduction

Optimization techniques are sometimes applied in engineering tasks. In such 
applications, the problem is usually formulated as fitting a geometrical figure 
into a set of points in 2D or 3D space. In contrast to many estimation problems 
where the solution has to be free of outliers (Caspary 1990, Chang, Guo 2005, 
Hampel et al. 1986, Huber 1981, Kamiński, Wiśniewski 1992, Koch 1996, 
Yang 1999, Yang et al. 2002, Xu 1989, Zhong 1997, Zhu 1996), the opposite 
problem is presented here: an optimization method preferring outliers. This 
feature is beneficial in engineering applications, where constraints concerning 
maximum shifts appear. In some cases, the maximum shifts cannot exceed a 
critical value. Such constraints can appear e.g. during the realignment of a 
railway track (Skała-Szymańska et al. 2014). These constraints result from a 
limited structure gauge, i.e. the width of tunnels, bridges or distances to railway 
platforms, buildings or other objects. The constraints, mentioned above, have to 
be taken into account during the construction process when some elements of a 
structure are installed in a limited space. An example of such civil engineering 
task is to fit elevator guide rails inside the elevator shaft. One of the tools 
for solving the problem of limited shifts can be the min-max algorithm from 
game theory (von Neumann 1947). Also, the Least Squares (LS) method with 
constraints can be applied (Liew 1976, Mead, Renaut 2010, Werner 1990). An 
alternative method is presented here. In the proposed method, the special form 
of the objective function is applied. This form is related to the m-order central 
moments (with m ≥ 2). Thus, the proposed method is a generalization of the LS 
method and the Least Fourth Powers (LFP) method (Cellmer 2014). Special 
attention must be paid to the optimization technique. So far, a lot of interesting 
optimization techniques were proposed e.g. (Fletcher 1987, Nocedal, Wright 
1999, Avriel 2003). It was shown in (Cellmer 2014) that if an inappropriate 
technique of searching for the minimum of the objective function is applied, 
then the computational process is not convergent. In such a case, two alternate 
solutions are obtained in consecutive iterations like in the M-split estimation 
method (Duchnowski, Wiśniewski 2012, Wiśniewski 2009, 2010). In the M-split 
estimation method, this effect was obtained deliberately – it resulted from the 
theoretical foundations of this method. However, in the method considered here, 
a single, unique solution is required. The technique of searching for a solution 
should have the property of skipping local minima and pursue the global one. 
This property was described e.g. in (Martins, Tsuzuki 2009).

 In the next section, the objective function of the Least m-Order Central 
Moments (LmOCM) method is presented. The justification for applying this form 
of the objective function was carried out using certain concepts of estimation 
theory and was illustrated using the plot of weight function for different values 
of the m-exponent. The third section contains the derivation of the formulas 
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of the computational process. Two different techniques of optimization of the 
LmOCM objective function have been discussed and two numerical examples 
were analyzed in the fourth section. The conclusions have been formulated on 
the basis of the results of tests.

Objective function of the LmOCM method and its 
properties

The optimization method proposed in this article is based on minimizing 
the objective function Ψ(v):

	 min
𝐯𝐯
(Ψ(𝐯𝐯) =∑𝑣𝑣𝑖𝑖m

𝑛𝑛

𝑖𝑖=1
) 	 (1)

where vi are elements of the v vector in the simple, linear model:

	 y + v = Ap 	 (2)
where:

y	– vector of entries that are fitted into the A model,
v	– vector of corrections (disclosures),
A	– design matrix,
p	– parameter vector.

The optimization method based on criterion (1), is a generalization of the LS 
or the LFP method (Cellmer 2014). In Cellmer (2014), the properties of the 
LFP method have been described using selected concepts of estimation theory. 
The considered estimation methods belong to the m-estimation class. These 
methods are based on the minimization:

	 min
𝐯𝐯
(Ψ𝐺𝐺(𝐯𝐯) =∑ρ𝑖𝑖(𝐯𝐯)

𝑛𝑛

𝑖𝑖=1
) 	 (3)

The ρi function is a component of the objective function ΨG(v). The objective 
function Ψ(v) in the formula (1) is a special case of the the objective function 
ΨG(v). The form of the component ρi determines the properties of the results. In 
the method proposed here, the ρi function takes the following form:

	  𝜌𝜌𝑖𝑖(𝐯𝐯) = 𝑣𝑣𝑖𝑖m 	 (4) 

One of the properties of the optimization method can be described by the 
weight-function (Kadaj 1988). The form of this function is:

	 w(𝑣𝑣) = ∂𝜌𝜌(𝑣𝑣)
∂𝑣𝑣2  	 (5)
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The plots of the weight function with the values of the m-parameter: 2, 
4, 6, 8, 10 and 12 are depicted in Figure 1. The black line depicts the weight 
function of the LS method (m = 2). As follows from the definition of the weight 
function (5), in the case of the LS method, it is constant. All observations are 
treated equally. In the case of large values of the m-parameter, there is a range 
around the zero value, where the trajectory of the plot of the function is almost 
horizontal. Outside this range, the function value rapidly increases. This means 
that if there are no outliers in the data set, this optimization method provides 
results similar to the results obtained with the LS method. However, if there 
are some outliers in the data set, they have more impact on the solution than 
other observations. The consequence of this is a smaller maximal value of the 
residuals in the optimization process.

Fig. 1. Weight functions. The plots represent the weight functions of the objective functions, 
which are in the form of the central moments of various orders

Optimization techniques

The objective function in minimization problem (1) can be presented in the 
following matrix notation: 

	 Ψ(𝐯𝐯) = 𝐯𝐯rT𝐯𝐯r 	  (6)

where:
	 𝑟𝑟 = m

2
 	  (7)

	 𝐯𝐯r = [𝑣𝑣1
r , 𝑣𝑣2

r , … , 𝑣𝑣𝑛𝑛
r  ]T 	  (8)
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The solution, which is at the point of a minimum of the objective function (6) 
can be found by zeroing the gradient of this function. As was shown in (Cellmer 
2014), this technique cannot be employed in its simple, classic form. The gradient 
of the objective function (6) is derived, based on (2) and (7):

  
∂Ψ
∂p = ∂Ψ

∂𝐯𝐯r

∂𝐯𝐯r
∂𝐯𝐯

∂𝐯𝐯
∂p = 2𝐯𝐯r

T ∙ r ∙ diag(𝐯𝐯r-1) ∙ A  ==  2r ∙ 𝐯𝐯2r-1
T  A = 2𝑟𝑟 ∙ 𝐯𝐯Tdiag(𝐯𝐯m-2)  A 	 (9)

where diag(vm-2) denotes a diagonal matrix, containing elements of the vm-2 – 
vector on a diagonal. Thence the system of normal equations is obtained:

 	 ATWAp − ATWy  =  00 	  (10) 

where:
	 W  = diag(𝐯𝐯m-2)  	 (11)

The solution can be obtained in an iterative process:

p(𝑖𝑖)=(ATW(𝑖𝑖−1)A)−1ATW(𝑖𝑖−1)y 

	 𝐯𝐯(𝑖𝑖) = Ap(𝑖𝑖) –  y , for i = 1, 2, … and W(0) = I	 (12)

The W matrix is formed according to (11) in each iteration. However, as was 
shown in (Cellmer 2014), in the case of the objective function (6), process (12) 
does not work properly. This technique does not ensure proper convergence to the 
correct, unique solution. As a result of using formulas (12), two alternate solutions 
are obtained. They appear alternately in consecutive iterations. A similar effect 
is obtained when using the M-split estimation proposed by (Wiśniewski 2009, 
2010). However, the unique solution of the minimization process of the objective 
function (6) exists. Cellmer (2014) proposed applying one of two optimization 
techniques for obtaining a unique solution in the considered problem. The first 
one is based on the modification of the process (12). The second is based on 
applying the Newton technique of optimization. In the first technique, the iterative 
process (12) is modified to the form:

dy(𝑖𝑖) = y − Ap(𝑖𝑖−1) 

dpp(𝑖𝑖) = k(ATW(𝑖𝑖−1)A)−1ATW(𝑖𝑖−1)dy(𝑖𝑖) 

 pp(𝑖𝑖) = pp(𝑖𝑖−1) + dpp(𝑖𝑖)  	 (13)

 vv(𝑖𝑖) = Adpp(𝑖𝑖) − dy(𝑖𝑖) 

 W(𝑖𝑖) = diag(𝐯𝐯m-2(𝑖𝑖))  for i = 1, 2, … and pp(0) = 𝟎𝟎,  W(0)= II 
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where the vm-2(i) vector in the last row is formed according to (8). In this technique, 
in contrast to process (12), the results obtained from consecutive iterations are 
accepted as the starting point (approximate value of the parameter) in the next 
iteration. This is performed by updating the dy and p vectors. Additionally, the 
reduction parameter k is introduced. This parameter reduces the length of every 
single step in the iterative process of searching for the solution. This was imposed 
to eliminate the effect of jumping over the global solution in consecutive iterations. 
The k parameter has to take the value from the range: (0; 1). Determination of 
the optimal value of this parameter is presented in the next section.

In the second technique, the Newton method of optimization is applied in 
its classic form:

	 p(𝑖𝑖) = p(𝑖𝑖−1) − H−1(p(𝑖𝑖−1))G(p(𝑖𝑖−1)) 	  (14)

where G and H are, appropriately, the gradient and Hessian of the objective 
function Ψ. The gradient of the objective function (8) is expressed by formula (9). 
Let us denote the gradient G as a transpose of (9):

 	 G = 2r  AT𝐯𝐯m-1 	 (15)
or
	 G = m  ATW𝐯𝐯 	 (16) 

The Hessian can then be formed as:

	 H = 𝛛𝛛G
𝛛𝛛p = 𝛛𝛛G

𝛛𝛛𝐯𝐯m-1

𝛛𝛛𝐯𝐯m-1
𝛛𝛛𝛛𝛛

𝛛𝛛𝛛𝛛
𝛛𝛛p = m  AT(m − 1)diag(𝐯𝐯m-2) A = 

= m  (m − 1) ATWA 	 (17)

Thus, in this case the optimization process can be presented as follows:

pp(𝑖𝑖) = pp(𝑖𝑖−1) − 1
m − 1

(ATW(𝑖𝑖−1)A)−1ATW(𝑖𝑖−1)𝐯𝐯(𝑖𝑖−1) 

	 𝐯𝐯(𝑖𝑖) = Ap(𝑖𝑖)– y   for 𝑖𝑖 = 1, 2, … and W(0) = II 	 (18)

The correction vector in the first iteration (v(0)) is calculated using formula (12).

Numerical examples

Table 1 contains the coordinates of the points. The axes are to be fitted into 
each set of these points using criterion (1). In the first example the formula of 
the fitted line is: 
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	 y = ax	 (19) 

whereas in the second example, it is:
	 y = ax + b 	 (20) 

Table 1
Set of points for fitting the axes

Example 1 Example 2

No x
[m]

y
[m] No x

[m]
y

[m]
1
2
3
4
5
6
7
8
9
10

1.000
2.000
3.000
4.000
5.000
6.000
7.000
8.000
9.000

10.000

0.102
0.196
0.302
0.405
0.501
0.603
0.727
0.799
0.914
0.998

1
2
3
4
5
6
7
8
9
10

1.000
2.000
3.000
4.000
5.000
6.000
7.000
8.000
9.000

10.000

0.507
0.603
0.699
0.801
0.897
1.006
1.128
1.202
1.310
1.401

The A matrix and the y vector in each example are formed based on the 
following observation equations:

	 y𝑖𝑖  + 𝑣𝑣𝑖𝑖  = ax𝑖𝑖   (example 1)	 (21)

	 y𝑖𝑖  + 𝑣𝑣𝑖𝑖  = ax𝑖𝑖 + b  (example 2)	 (22)

Hence, in the first example, the A is the column vector of x-coordinates, 
whereas in the second example this is a two-column matrix: the first column 
contains x-coordinates and the second column is a vector of ones. At the start 
point of optimization, the y-vector contains the y-coordinates of the points listed 
in Table 1. The first test was performed in order to determine the optimal value 
of the k-factor in process (13). Therefore, this process was carried out for different 
values of k, and afterwards, the speed of convergence was analyzed for each of 
them. The results are listed in Table 2. It was shown in (Cellmer 2014) that 
if k = 1, the solution splits into two results, repeating alternately in consecutive 
iterations. Therefore, the k-factor values have been assumed here as: 

	 k =
1

 k1
,   for  k1= 2, 3, …, 14   	  (23) 

The first column contains the consecutive values of k1. The next columns 
contain the number of iterations needed to stabilize the solution with a precision 
of 0.0001. An iterative process was terminated when the values of parameters in 
consecutive iterations have differed by less than 0.0001. Each column contains 
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results for a different m-value. The first part of Table 2 concerns the example of 
‘y = ax’, and the second part the example of ‘y = ax + b’. Analyzing minima values, 
we can come to the conclusion that for most cases the fastest convergence is 
observed for k1 = m – 1. The k-factor corresponding to such k1 value is identical 
to the factor in the formula of the Newton method (18). Tables 3 and 4 contain 
results of optimization using processes (13) and (18) for the case of ‘y = ax’ (Tab. 
3) and for ‘y = ax + b’ (Tab. 4). For each ‘m’, the parameter values and maximum 
values of misclosures are given in consecutive iterations. 

Table 2 
Determination of the optimal value of the -factor

k1 
y = ax y = ax+b

m m

4 6 8 10 12 4 6 8 10 12
2
3
4
5
6
7
8
9
10
11
12
13
14

10
3
4
5
6
7
9
10
11
12
13
14
15

-
15
5
3
3
4
5
6
7
7
8
9
9

-
-

15
5
4
4
4
4
5
6
6
7
7

-
-
-

12
7
5
4
4
5
5
6
7
7

-
-
-
-
-

12
8
4
5
5
4
5
5

8
3
5
6
8
9
11
12
14
16
17
19
20

-
13
5
3
5
7
8
9
11
12
13
14
16

-
-

11
4
5
5
5
6
7
8
9
10
11

-
-
-
-

11
7
6
6
5
6
7
7
8

-
-
-
-

16
7
7
7
6
5
6
7
8

v1 max* 
[mm] 21 22

v2 max** 
[mm] 18 18 17 17 17 17 16 16 15 15

* maximal shift in the LS method (m = 2)
**maximal shift in the LmOCM method (m > 2)

Table 3
Results of optimization (y = ax). Table contains the value of the a parameter and maximum shift 

m after fitting axis into a set of points

Iter.
m

4 6 8 10 12
a vmax a vmax a vmax a vmax a vmax

1
2
3
4
5

0.1009
0.1013
0.1012
0.1012
0.1012

0.021
0.018
0.018
0.018
0.018

0.1009
0.1013
0.1014
0.1014
0.1014

0.021
0.018
0.018
0.018
0.018

0.1009
0.1013
0.1014
0.1014
0.1014

0.021
0.018
0.017
0.017
0.017

0.1009
0.1012
0.1014
0.1014
0.1014

0.021
0.019
0.017
0.017
0.017

0.1009
0.1011
0.1014
0.1014
0.1014

0.021
0.019
0.018
0.017
0.017
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In process (13), the k-factor has been assumed as:

	 k =
1

 m −  1 	  (24)

In the case analyzed here, both methods (13) and (18) provided the same 
results in each iteration. The results with a stabilized solution (with a precision 
of 0.0001 for parameters, and 0.001 for maximum misclosure) are in bold. The 
result of the first iteration is merely the Least Squares (LS) solution. The maximal 
shift needed for the axis alignment according to the LS method (vmax) is above 
2 cm in both examples. In the first example, it amounts to 21 mm and in the 
second example 22 mm. This value was reduced using the LmOCM method. In 
the first example this value amounts to 18 mm for m = 4 or 6, and 17 mm for 
m = 8, 10 or 12. In the second example, this value has been maximally reduced 
to 15 mm (for m = 12). In some cases, this reduction can be of critical significance 
(e.g. in such engineering tasks where the values of shifts are limited to a range 
less than 20 mm). The vmax-values for different ‘m’ differ by less than 1 mm in 
the first example, and by less than 2 mm in the second example. It is clearly 
seen, that for the lower required maximal shifts, the higher m-values should 
be taken in the adjustment process – the lowest shift values of 15 mm for the 
greater m-values (10 and 12) are visible in Table 4.

Summary and Conclusions

 In the paper, a generalization of the Least Squares optimization method is 
proposed. A new method is based on the criterion of minimization of a sum of 
misclosures raised to the power of ‘m’. This criterion allows one to reduce the 
maximum misclosure in the optimization problem in comparison to the LS method. 
A crucial problem in the use of this method is ensuring proper convergence of the 
computational process. Two techniques of finding the minimum of the objective 
function were tested: the simple gradient zeroing method and the Newton method. 
Both methods employ an iterative process. The formula of the computational 
process of the first technique contains the k-factor. This factor warrants the 
proper convergence of the computational process. It is proposed here, that the 
value of this factor is calculated as k = (m – 1)-1 if the sum of misclosures to the 
power of ‘m’ is the optimization criterion. In the case study considered here, 
the two optimization techniques provided the same results. The results of this 
case study confirmed the property of reducing the maximum shift in the task 
of the alignment of the axis into a set of points in comparison to the LS method.



Technical Sciences	 24, 2021

	 Optimization Method Based on Minimization M-order Central Moments Used…	 49

References

Avriel M. 2003. Nonlinear Programming: Analysis and Methods. Dover Publishing.
Caspary W., Haen W. 1990. Simultaneous estimation of location and scale parameters in the 

context of robust M-estimation. Manuscripta Geodaetica, 15: 273–282.
Cellmer S. 2014. Least fourth powers: optimisation method favouring outliers. Survey Review, 

47(345): 417. DOI: https://doi.org/10.1179/1752270614Y.0000000142.
Chang X.W., Guo Y. 2005. Huber’s M-estimation in relative GPS positioning: computational aspects. 

Journal of Geodesy, 79: 351–362. DOI: https://doi.org/10.1007/s00190-005-0473-y.
Duchnowski R., Wiśniewski Z. 2012. Estimation of the shift between parameters of functional 

models of geodetic observations by applying M split estimation. Journal of Surveying Engineer-
ing, 138: 1–8. DOI: 10.1061/(ASCE)SU.1943-5428.0000062.

Fletcher R. 1987. Practical methods of optimization. 2nd ed. John Wiley & Sons, New York.
Hampel F.R., Ronchetti E., Rousseeuw P.J., Stahel W.A. 1986. Robust statistics: the approach 

based on influence function. Wiley, New York.
Huber P.J. 1981. Robust statistics. Wiley, New York.
Kadaj R. 1988. Eine verallgemeinerte Klasse von Schätzverfahren mit praktischen Anwendungen. 

Z Vermessungs-wesen, 113(4): 157–166.
Kamiński W., Wiśniewski Z. 1992. Analysis of some, robust, adjustment methods. Geodezja i 

Kartografia, 41(3-4): 173-182.
Koch K.R. 1996. Robuste Parameterschätzung. Allgemeine Vermessungs-Nachrichten, 103(11): 1–18.
Liew C.K. 1976. Inequality constrained least squares estimation. Journal of the American Statis-

tical Association, 71: 746–751.
Martins T.C., Tsuzuki M.S.G. 2009. Placement over containers with fixed dimensions solved 

with adaptive neighborhood simulated annealing. Bulletin of the Polish Academy of Sciences. 
Technical Sciences, 57(3): 273-280.

Mead J.L., Renaut R.A. 2010. Least squares problems with inequality constraints as quadratic 
constraints. Linear Algebra and its Applications, 432(8): 1936–1949.

Neumann J. von, Morgenstern O. 1947. Theory of games and economic behavior. Princeton 
Univ. Press. Princeton, New Jersey.

Nocedal J., Wright S.J. 1999. Numerical Optimization. Springer-Verlag, Berlin.
Skała-Szymańska M., Cellmer S., Rapiński J. 2014. Use of Nelder-Mead simplex method to 

arc fitting for railway track realignment. The 9th International Conference Environmental 
Engineering, selected papers. DOI: 10.3846/enviro.2014.244.

Werner H.J. 1990. On inequality constrained generalized least-squares estimation. Linear Algebra 
and its Applications, 27: 379–392. DOI: http://dx.doi.org/10.1179/1752270614Y.0000000142.

Wiśniewski Z. 2009. Estimation of parameters in a split functional model of geodetic obser-
vations (M split estimation). Journal of Geodesy, 83: 105–120. DOI: https://doi.org/10.1007/
s00190-008-0241-x.

Wiśniewski Z. 2010. M split(q) estimation: estimation of parameters in a multi split functional 
model of geodetic observations. Journal of Geodesy, 84: 355–372. DOI: https://doi.org/10.1007/
s00190-010-0373-7.

Xu P. 1989. On robust estimation with correlated observations. Bulletin Géodésique, 63: 237–252.
Yang Y.1999. Robust estimation of geodetic datum transformation. Journal of Geodesy, 73: 268–274. 

DOI: https://doi.org/10.1007/s001900050243.
Yang Y., Song I., Xu T. 2002. Robust estimation for correlated observations based on bifactor equiv-

alent weights. Journal of Geodesy, 76: 353–358. DOI: https://doi.org/10.1007/s00190-002-0256-7.
Zhong D. 1997. Robust estimation and optimal selection of polynomial parameters for the inter-

polation of GPS geoid heights. Journal of Geodesy, 71: 552–561. DOI: https://doi.org/10.1007/
s001900050123.

Zhu J. 1996. Robustness and the robust estimate. Journal of Geodesy, 70: 586–590. DOI: https://
doi.org/10.1007/BF00867867.





Technical Sciences, 2021, 24, 51–56

Biosystems Engineering
Chemical Engineering 
Civil Engineering
Environmental Engineering
Geodesy and Cartography
Information Technology 
Materials Engineering
Mechanical Engineering
Production Engineering 

ISSN 1505-4675

 Wydawnictwo 
Uniwersytetu  Warmińsko-Mazurskiego 

w Olsztynie

DOI: https://doi.org/10.31648/ts.6297

Correspondence: Łukasz Miazio, Katedra Mechaniki i Podstaw Konstrukcji Maszyn, Wydział 
Nauk Technicznych, Uniwersytet Warmińsko-Mazurski, ul. M. Oczapowskiego 11, 10-957 Olsz-
tyn, e-mail: lukasz.miazio@uwm.edu.pl.

THE INFLUENCE OF LAYER HEIGHT  
ON THE TENSILE STRENGTH  

OF SPECIMENS PRINTED  
IN THE FDM TECHNOLOGY 

Łukasz Miazio
ORCID: 0000-0002-4693-4779
Faculty of Technical Sciences

University of Warmia and Mazury in Olsztyn

Received 07 January 2021, accepted 19 July 2021, available online 30 July 2021.

K e y w o r d s: rapid prototyping, 3D printing, PLA, FDM.

A b s t r a c t

This article analyzes the influence of layer height on the tensile strength of PLA specimens 
printed in the Fused Deposition Modeling (FDM) technology. The maximum breaking force  
of specimens with 30% and 100% infill density was determined at layer height of 0.05 mm,  
0.1 mm, 0.2 mm and 0.3 mm. In the case of 30% infill, the highest value of the force was obtained 
for a layer with a height of 0.05 mm (which corresponds to 22.7 MPa), and for a 100% infill for 
a layer of 0.2 (which corresponds to 40 MPa). Over this layer height of 0.2 mm is the most poly-
optimal due to the time prints and strength (which corresponds to 19.7 MPa).

Introduction

Rapid prototyping technologies, including 3D printing, enable the verification 
of CAD models in a short time and at a low cost. One of the most important 
parameters of 3D printing is the layer height. It affects the accuracy of the 
print as well as the printing time. On the other hand, this article analyzes the 
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influence of layer height on the tensile strength of specimens printed in the 
Fused Deposition Modeling (FDM) technology. The article will check whether 
increasing the layer height will have a negative impact on the strength of the 
printed samples. The paper is a continuation of the author’s previous research 
into the strength of specimens printed in the FDM process. Previous studies 
(Miazio 2015, 2016, 2017, 2018) explored the tensile and bending strength  
of printed specimens with different infill density and different infill patterns.  
The effects exerted by printing speed (Miazio 2019) and the specimens’ 
compressive strength (Miazio 2020) were also analyzed. These problems 
have also been investigated by other authors (Luzanin et al. 2019, Kiński, 
Pietkiewicz 2019). Moreover, they also dealt with the search for polyoptimal 
printing parameters in their research (Raney et al. 2017, Saty, Rajeev 2020, 
Torres et al. 2015, Wankhede et al. 2020). The aim of the present study was 
to determine the influnce of layer height on the tensile strength of the printed 
model and printing time. The filament material for 3D printing was polylactic 
acid (PLA).

Materials and Methods

The specimen (Fig. 1) for the tensile test was modeled in the SolidWorks 
program. The model was saved in an STL file. The G-code file for executing  
the 3D printing program was generated based on the STL file in the Cura 
program (Ultimaker Cura, online).

The parameters and procedures for conducting tensile tests in plastics 
are described by standard PN-EN ISO 527:1998: Plastics. Determination  
of mechanical properties during static tensile tests. The dimensions of the analyzed 
specimen (type B1) are presented in Table 1. 

Fig. 1. Universal specimen 
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Table 1
Specimen dimensions

Specimen dimensions Type B1
[mm]

L3	– total length 150 
L1	– length of the segment limited by lines 40 
R	 – radius 60 
L2	– distance between wide parallel segments located at both ends of the specimen 106 
B2	– width of each wide segment 20 
B1	– width of the narrow segment 10 
h	 – recommended thickness 4 
L0	– measured length 50 
L	 – initial distance between holders 115 

The specimens were printed with the use of PLA filament in the BIG 
Builder DUAL FEED printer (Builder 3D Printers HQ) with a 0.4 mm nozzle.  
All specimens were printed flat, along the Y-axis of the printer. They were 
printed in batches of five specimens each. The following printing parameters 
were applied:

–	printing speed of the first layer: 20 mm/s,
–	printing speed of successive layers: 60 mm/s,
–	head temperature: 215°C,
–	thickness of the top and bottom layer: 0.6 mm,

Fig. 2. Cross-section of a printed specimen with a grid infill pattern and 30% infill density

The printed specimens were subjected to a quasi-static uniaxial tensile 
test based on standard PN-EN ISO 527:1998, with a strain rate of 2 mm/min.  
The test was conducted in five replicates for each layer height and infill density.

Results and Discussion

The results of tensile tests and the maximum breaking force values for 
each analyzed layer height in specimens with 30% and 100% infill density are 
presented in Tables 2 and 3, respectively. Curves representing the mean values 
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of the maximum breaking force vs. layer height are presented in Figure 3.  
The printing times of specimens with different layer height are presented  
in Table 4 and Figure 4.  

The data in Figure 3 indicate that in specimens with 30% infill density, the 
highest tensile strength was achieved at 0.05 mm layer height. In these specimens, 
tensile strength decreased with an increase in layer height. In specimens with 
100% infill density, tensile strength was highest at 0.2 mm layer height, and  
it decreased considerably at 0.3 mm layer height. 

Table 2 
Breaking force values for specimens with 30% infill density

Layer height
[mm]

Breaking force [kN]
Specimen 1 Specimen 2 Specimen 3 Specimen 4 Specimen 5 Mean

0.05 0.9 0.91 0.91 0.92 0.9 0.9
0.1 0.84 0.83 0.84 0.83 0.82 0.84
0.2 0.8 0.81 0.76 0.77 0.8 0.8
0.3 0.71 0.71 0.73 0.74 0.71 0.71

Table 3
Breaking force values for specimens with 100% infill density

Layer height
[mm]

Breaking force [kN]
Specimen 1 Specimen 2 Specimen 3 Specimen 4 Specimen 5 Specimen

0.05 1.44 1.45 1.43 1.45 1.43 1.44
0.1 1.55 1.56 1.58 1.57 1.58 1.55
0.2 1.62 1.59 1.61 1.6 1.63 1.62
0.3 1.27 1.3 1.25 1.25 1.24 1.27

Fig. 3. Mean breaking force values vs. layer height 
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Table 4
Printing time of a batch of five specimens

Layer height
[mm]

Printing time
[min]

30% infill density 100% infill density
0.05 506 655
0.1 273 348
0.2 150 196
0.3 106 142

Fig. 4. Printing time of a batch of five specimens vs. layer height

An analysis of Figure 4 clearly indicates that printing time decreased 
significantly with an increase in layer height. Printing time was reduced by 
around 50% when layer height increased two-fold.

Conclusions

The results of this experiment indicate that specimens with 0.2 mm layer 
height were characterized by the highest tensile strength and the shortest 
printing time. Taking into account the specimen cross-section 10×4 mm, the stress  
at break for 30% infill density was 19.7 MPa, and for 100% infill density it was 
40.2 MPa. The printing time of the specimens with 0.2 mm layer height was 
more than three times shorter in comparison with specimens with 0.05 mm 
layer height. The tensile strength of the specimens with 0.2 mm layer height 
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and 100% infill density was higher, and it was only somewhat lower (by 11%) 
in specimens with 30% infill density. The decrease in strength at a layer height 
of 0.3 mm is caused by weaker plasticization of the filament and weaker gluing 
of the layers. Previous research by the author has shown problems with the 
plasticization of the filament at higher flow rates through the printer nozzle.

The present findings should be regarded as qualitative data. Quantitative 
data can differ considerably, depending on the type of filament material and 
the applied program for generating G-code files.
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A b s t r a c t 

This article presents the results of work related to design, analysis and selection of the electric 
motors, servos and elements of motion system for 3D printed snakebot. Electric motors and servos 
had to meet a number of requirements like dimensions, torque, RPM. The drivetrain allowed to drive 
the snakebot and rotate system allowed to torsional movement between adjacent robot modules. 
CAD model and analysis allowed to select the proper elements of drivetrain and rotate system.  
We built test stands and after verification we built the prototype. Next step after building the 
robot was to carry out tests to verify the mobility of the snake robot. We checked, among others, 
movement of servos in different planes, snakebot speed, driving at angle (up and down).

Introduction

Robotics is one of the industry sector that is developing exceptionally fast. 
One of the examples of robots that are gaining increasing recognition on the 
market are snakebots. The names serpentine, modular or chain robot are used 
interchangeably. The robots resemble a snake, thanks to them have many 
degrees of freedom, high maneuverability, and a modular structure. Modular 
construction allows to build snake robots from many similar segments. Individual 
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segments are connected to each other by connections with two or three degrees 
of freedom. They allow to move the mechanism, transfer mechanical forces and 
torque. Additional elements like grippers, cameras, and sensors are attached 
to the segments (Gilpin, Rus 2010, p. 38-55, Buchan et al. 2012, p. 4347-4354, 
Granosik et al. 2007). 

Serpentine robots are used in urban search and rescue, medicine, and defense 
industries (Rezaei et al. 2008, p. 191-194, Transeth, Pettersen 2006, p. 1-8, 
Moattari, Bagharzadeh 2013, Buchan et al. 2012, p. 4347-4354, Granosik 
et al. 2007, p. 633-662, Borenstein, Hansen 2007, Yim et al. 2000, p. 514-520,  
Van, Shin 2017). Snakebots gained an advantage thanks to their design. They 
can easily cope with long and thin spaces, e.g., pipes, ventilation ducts. Their 
advantage is also the flexibility of connecting individual modules. The connection 
of each block has several degrees of freedom, thanks to which the snakebots 
have good maneuverability.

In recent years, 3D printing technology has enabled rapid technological 
development, especially in the R&D industry (Ituarte et al. 2016, Fiaz et al. 
2019). Additive manufacturing (AM) makes it possible to verify CAD models 
in a short time and low cost. If necessary, you can quickly make corrections 
and verify the next versions of the printed elements (Ituarte et al. 2016, Fiaz 
et al. 2019, Cwikla et al. 2017, Aydin, Esnaf 2019). In robotics, you can also 
use 3D printing to check the correct operation of mechanisms, connections, 
dimensional tolerances, and fits. However, the limitations of additive technology 
should be considered. While some elements can be made quickly and low-cost, 
their mechanical strength is much lower than in the case of metals or composites 
(Fernandez‐Vicente et al. 2015, p. 116-128, Takagishi, Umezu 2017, p. 39852, 
Beniak et al. 2017, Selvam et al. 2021).

CAD model

Concept model

The design works began with the development of several concepts. We assumed 
that the criteria of the greatest importance would be mobility, so that the snakebot 
would not get stuck and the rescue operation would not stop. Additionally,  
we took into account the stability of the robot, easy control, and the possibility 
of technological manufacturing of the snakebot. Snakebot consist of 3 segments. 
They are responsible for moving the robot forward and backward. These segments 
include DC motors, transmission gears, DC motor controllers, and batteries. Each 
module is driven by eight tracks in pairs at 90 degrees. Between the modules 
are connectors. They are responsible for the rotation between adjacent modules. 
Servos and control units are mounted in the connectors. Each connector have 
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two servo drives that will allow for movement in two axes. Bumpers are placed 
on the front and rear of the robot. In the front bumper, there is a camera and 
LED diodes responsible for lighting to facilitate maneuvering the snake robot 
in working conditions and a better view from the camera. At this stage it was 
also decided to print the snakebot in FDM (FFF) method. We chose that snake 
robot will be printed with PLA. This filament is not durable, but it is easy 
in print. It can be useful in case of often corrections in 3D printed models.  
The designed concept model (Fig. 1) allowed to start next works related  
to analysis of drivetrain and rotate system.

Fig. 1. Concept of snakebot construction

Mechanical system – drive and rotate system

Drive transmission from the electric motor to the tracks is done by two gears –  
worm and toothed (Fig. 2). The worm gear is constructed in such a way that the 
torque is transmitted to all tracks thanks to the use of four worm wheels arranged 
perpendicular to each other (Fig. 3). The worm gear is a reducer and has a gear 
ratio 25: 1. Additionally, between the worm wheels and the next toothed wheels 
there is a ratio 1.25: 1. In total, the ratio of the gears themselves is 31.25: 1.

Servos transfer the torque to modules by 3D printed gears and shafts. Rotate 
system is located in two planes which are placed perpendicularly (Fig. 4). Servos 
should allow to lift and rotate the modules. This two types of movement ensure 
flexibility of snake robot and minimizes the robot getting stuck. If the robot 
overturns, it is still possible to maneuver it in the same way. 
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Fig. 2. Operating diagram of the drive system

Fig. 3. Front view of the transmission gear
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Fig. 4. CAD model of the relative rotation system of modules

Simulation

Snakebot motion simulation allowed to select the electric motors. Dynamic 
analysis allowed to generate graphs (Fig. 5), so that it was possible to determine 
what torque must be supplied to the drive wheels. The plot is a sine wave due  
to the reciprocating movement determined in the dynamic analysis. Middle value 
that is equal 0.95 Nm is needed torque during start. Torque value decreases 
with increasing rotational speed and increases when the robot suddenly changes 
direction of drive (from forward to backward and vice versa). This change in the 
direction of rotation of the electric motor generates the highest torque of 1.21 Nm.

Fig. 5. Torque diagram of the longitudinal drive

After the simulation results, it was possible to select an electric motor that 
would provide the appropriate torque and rotational speed. We selected motors 
with a torque of 0.11 Nm and rotational speed 2,150 1/min. Taking into account 
the snakebot transmission gears, we received torque equal 3.6 Nm and RPM 
equal ~69 1/min. The 5 mm width tracks are driven by driving wheels with  
a diameter of 40 mm. It was calculated that the theoretical speed of snake robot 
will be 144 mm/s. 
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Dynamic simulation was also made to select the servos. It was necessary  
to carry out the analysis in two planes, because the system behaves differently 
in the horizontal axis (Fig. 6) and in the vertical axis. The amount of torque 
needed to lift the snakebot (horizontal axis) was greater than in the case of the 
twisting joint (vertical axis). The maximum value of the torque in the analysis was 
~0.42 Nm. We selected servo which generate torque 1 Nm and speed 0.14 s/60°.

Fig. 6. Torque diagram on the horizontal axis

In the case of a snakebot built of three segments, it was enough to perform 
an analysis in which the servo lifts one module. Lift of the two segments would 
create such a torque that the snakebot would topple over.

Verification – mobility tests

Tests were divided into 3 categories. Their purpose was to check the behavior 
of the snake robot under the assumed operating conditions (Fig. 6). The first group 
of tasks was to verify how snakebot can cope with various types of ground (Tab. 1).

Table 1
The speed of the snakebot depends on the ground

Type of surface Rolling coefficient Velocity 
[mm/s] Remarks

Asphalt, Concrete 0.015 - 0.02 80 –

Gravel 0.05 – 0.14 ~15 the low ground clearance caused  
the robot to stop many times

Grass 0.06 – 0.11 – the soft ground under the grass cause  
that snakebot stuck

Sand 0.15 – 0.30 – in the sand, the robot stuck  
and is unable to move
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Fig. 6. Snakebot tests

The second group of tasks checked the maneuverability of the robot and grip. 
In this test, it was checked whether the robot was able to rotate by a given angle 
in the vertical and horizontal axes. It was decided to build a test track, which 
primarily verified the operation of the joints. The developed track contained 
numerous obstacles that were aimed at verifying the operation of the snakebot 
connectors. These were, among others elements enabling the snakebot to pass  
in a slalom and elements verifying the lifting of the modules - small steps/stairs. 
The test results are presented below (Tabs. 2, 3). 

Table 2
Operation of servos in the vertical axis

Angle Turning radius [m] Adhesion Remarks
10° r = 1.78 very good –
20° r = 0.89 very good –
30° r = 0.6 very good –

Table 3
Operation of servos in the horizontal axis

Angle Does the snakebot lift  
the main module? Remarks

10° –
Buckling of shafts,  

jump between teeth of gears20° –
30° –
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The last category of mobility tests was to verify how the snakebot will cope 
with the differentiation of the terrain, i.e., elevation, slope, depressions (Tab. 4).  
The test was carried out on a concrete surface. 

Table 4
Drive system operation on an inclined surface

Differentiation 
of the terrain

Does the snakebot 
drive? Difficulties Remarks

Slope 45° – – one module is able to pull  
the other two

Slope 30° – – –

Slope 15° – – two modules are able  
to pull one additional module

Flat 0° – – –

Rise 15° – heavy load on the drive 
system –

Rise 30° – very heavy load on the 
drive system –

Rise 45° – too much resistance pre-
vented the snakebot move –

Discussion and conclusions 

Experiments related to the movement of the snakebot showed that in an 
environment such as rubble, the snakebot is enable to move and perform 
maneuvers. Tests performed in many environments have shown that the electric 
motors and servos were selected correctly. At the beginning of the test the only 
one problem was drive on the grass and sand. Snakebot was slipping on the 
grass and tearing out blades and was buried in the sand. The tracks performed 
well when had a large contact surface with the ground. The servos were able to 
move in the vertical axis but not in the horizonal. The reason was that resistance 
was so great that the teeth of the 3D printed gears jumped over each other and 
the shaft was bending. More problems started after using the robot for a longer 
time. Some 3D printed parts were more and more damaged, which resulted in 
dysregulation. 

Additive manufacturing makes it easier to build prototypes. However, the 
design process should take into account the limitations of this method. For some 
elements, incl. bumpers, spacers, covers 3D printing is great. Other elements such 
as gears, shafts, wheels did not work that well especially after prolonged use. 
Continuous, multiple movement of these elements caused misaligned of them. 
The result was a backlash between the gears, damaged wheels or buckled shafts. 
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In subsequent prototypes we can change the design of 3D models by changing 
the cross-section or by using different material. PLA or ABS are much less durable 
than aluminum or steel. However, they gain an advantage thanks to their low 
density. In the urban search and rescue, replacing the metal or polymer elements 
with composite elements e.g., carbon or aramid fiber, can be a solution. Smooth 
move of snake robot we can increase by using wider tracks and by changing 
the material of the tracks. In the prototype we used neoprene tracks. It caused 
skidding and low coefficient of friction with the ground. We should try to reduce 
the weight of the snake robot by using lighter batteries and DC motors. However, 
we have to provide the right torque, RPM, voltage, and power.
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A b s t r a c t

Methods for measuring deposit parameters are often based on a capacitance or conductivity 
measurement aimed at estimating, e.g. deposit moisture content. In practice, these methods fail 
for materials with a low degree of homogeneity, a diverse porous structure or high conductivity, 
e.g. due to a high water content. This article demonstrates an approach that enables a more precise 
estimation of the parameters of any deposit. The presented method involves the use of a measuring 
system in a charge amplifier configuration and the application of a technique using lock-in detection 
or a lock-in voltmeter to determine resistance and capacitance parameters of a deposit based on 
signals received from the measuring system. This method can be successfully used wherever the 
test deposit material is highly heterogeneous and contains both dielectric and conductive materials. 
The article presents an example of a solution to a measuring system using two planar electrodes 
that can be dimensioned depending on the deposit dimensions. It is followed by a presentation  
of a method for converting the signal from the measuring system into impedance parameters  
of the deposit using a lock-in voltmeter. The analysis of the operation of the entire measuring 
system was modelled in Matlab/Simulink, and the operation results were presented.
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Method for measuring deposit parameters

In this paper, methods for measuring deposit parameters are to be understood 
as electrical quantities that characterise a deposit, such as conductivity and 
capacitance. These quantities are often used for indirect measurement of other 
parameters, e.g. deposit material moisture content or bulk density or for spatial 
imaging. 

A study by (Fuchs et al. 2008, Tan et al. 2017) presents a measurement  
of solid material deposit capacitance parameters taken to determine the moisture 
content. The measuring element applied was a sensor in the form of two planar 
electrodes. The test materials were pellets, homogeneously structured powders and 
plant materials. A different approach is presented in a study by (Tan et al. 2017), 
which examined the possibility for the use of deposit capacitance parameters 
to approximately determine the bulk density of miscanthus. In addition,  
the effects of the moisture content and particle size on the measurement 
results were investigated. An interesting application of capacitance parameters  
of a deposit is presented in a study by (Aulen, Shipley 2012), where deposit 
capacitance parameters within the nanofarad range were used to assess the 
root system of crop plants.

Methods for measuring the impedance parameters of a deposit are also used 
in imaging techniques, e.g. electrical capacitance tomography (ECT) or electrical 
impedance tomography (EIT). Work in this area was performed in a study by 
Wegleiter (2006). Capacitance tomography is also used in medical sciences. 
Ambika et al. (2019) used capacitance tomography to analyse bone density. 

Fig. 1. An example of a deposit with a porous, heterogeneous structure



Technical Sciences	 24, 2021

	 Analysis of a Method for Measuring Deposit Impedance Parameters…	 69

Capacitance tomography systems using methods which also enable impedance 
measurements were also demonstrated in a study by Smolik (2017). The methods 
presented in the study is based on the application of a lock-in amplifier as  
a method for measuring very low capacitances of the fF fraction order as well as  
impedance through the application of an additional reference signal.

This paper will focus on deposit material in the form of a thick, porous layer 
with a heterogeneous structure characterised by a significant gradient of moisture 
content changes in space. An example of such a deposit is presented in Figure 1.

Theoretical introduction

The method for measuring impedance parameters is based on the measurement 
of electrical conductivity and the capacitance of a deposit. It is assumed that 
the deposit will be placed in a reactor equipped with two parallelly arranged 
planar electrodes with a thin galvanic isolation layer. The system obtained in 
this way will be characterised by a certain capacitance of the order of single pF 
in the absence of a deposit and of the order of a maximum of several tens of pF  
in the presence of a very moist material. Conductivity between the electrodes 
will be strongly determined by the moisture content of the material placed 
between the electrodes. It was also assumed that the planar electrode surfaces 
had dimensions ensuring that electric field lines would penetrate through  
the largest possible cross-section of the deposit, which is aimed at ensuring  
the measurement of parameters for the largest possible volume of the test sample. 
Based on assumptions thus defined, the test system can be presented in the form 
of a planar loss capacitor with electrode surfaces S and the distance between 
them d. The system described in this way can be presented schematically,  
as in Figure 2.

Fig. 2. A diagram of electrical connections of guard and measurement electrodes  
that neutralise field distortions 
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If there is air between the plates, the capacitor capacitance is described by 
the following relationship:

	 𝐶𝐶 = 𝜀𝜀𝑜𝑜𝜀𝜀𝑟𝑟𝑆𝑆
𝑑𝑑 = 8.854 ∙ 10−12 𝜀𝜀𝑟𝑟𝐴𝐴𝑑𝑑  	 (1)

where:
εo	– vacuum dielectric constant of 8.854 ∙ 10−12 Fm ,
εr	– relative dielectric constant,
S	 – electrode surface [m2],
d	 – distance between electrodes [m].

The relative dielectric constant for the air is 1.0006. Typical dielectric 
materials, e.g. plastic or oil, are characterised by a time-constant ranging from 
3 to 10, while for polar fluids, e.g. water, the time-constant is 50 and more, 
depending on the temperature. Figure 3 presents the distribution of field force 
lines for a planar capacitor.

Fig. 3. Planar capacitor’s field force lines 
Source: based on Baxter (1997).

Where the distances d for the electrodes are significant in relation to each 
other, in relation to plane A, the field lines at the planar capacitor electrode 
edges are arranged in semi-circles. This is such a strong phenomenon that 
formula (1) is only valid for small distances d between electrodes, such that the 
field lines are perpendicular to the electrode surfaces. For example, where the 
plates with a surface S = 1 m2 are separated by a distance d = 1 mm, the planar 
capacitor capacitance is 88.54 pF, and is consistent with expression (1). Where 
the distance between electrodes is considerable, the so-called edge fields (which 
are not perpendicular in relation to the electrodes’ internal surface) are formed 
at the electrode edges. Therefore, the capacitance between the electrodes can be 
considerably greater than that determined using formula (1). Figure 4 presents 
a distorted arrangement of the field lines at the electrode edges and a way  
to counteract this phenomenon.
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Fig. 4. The distribution of field lines at the electrode edges:  
1, 3 – measurement electrode, 4 – guard electrode 

Source: based on Larry (1997).

The introduction of guard electrodes counteracts this phenomenon and brings 
the distorted field lines at the edges to the ground potential. Thanks to this 
solution, the distorted fields at the edges are insignificant for the measurement, 
and only the field lines that are perpendicular to the electrode plane play a role. 
Because of the application of guard electrodes, the distorted field lines generate 
a capacitance that is connected to the ground potential. Figure 2 presents an 
electrical diagram of connections that eliminates the impact of field distortions 
at the electrode edges on the measurement result. 

The use of guard electrodes enables increasing the distance d of guard 
electrodes to a size allowing a porous deposit to be placed between the electrodes. 

Measuring system

The system for measuring impedance parameters of a deposit needs to 
exhibit characteristics that will ensure the measurement of small values  
of the physical parameters between the measurement electrodes. It should be 
stressed that parasitic capacitances of the measuring circuits can be greater 
than the capacitance between the electrodes by an order of magnitude.  
The study adopted an electrode model using a loss capacitor with capacitance C 
and parallel resistance Rp. The electrode circuit model is shown in Figure 5. 

For dielectrics such as plastics or ceramics, the loss factor D is relatively 
constant with an increase in frequency. On the other hand, for water, the loss 
factor D changes 4-fold with a change in frequency from 100 kHz to 1 MHz  
at a constant temperature of 25ºC. Measurement of parameters for water below 
100 kHz is difficult as the loss angle δ is almost 90°. At 100 kHz, the loss 
factor D amounts to 4, which means that the impedance angle is 76°, and the 
resistive element has a much lower impedance than that of the reactance element. 
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Figure 6 presents a diagram of changes in the relative permittivity εr and the 
dielectric loss factor D for water as a function of temperature for a frequency 
of 1 MHz (Larry 1997).

Fig. 6. A diagram of changes in the relative permittivity and the dielectric loss factor D for 
water as a function of temperature for a frequency of 1 MHz 

Source: based on Larry (1997).

Figure 7 shows that for materials containing water, the loss factor D  
is a more sensitive indicator than the relative permittivity εr. A change in water 
temperature from 15 to 75ºC results in a 3-fold increase in the loss factor and 
a 2.5-fold decrease in the dielectric constant.

The design of the measuring system assumes the use of a two-electrode 
measuring element that will be subjected to sinusoidal excitations in order  
to obtain the best possible signal-to-noise ratio (Rofee 1997). A basic diagram 
of the measuring transducer circuit is presented in Figure 8.

Fig. 5. A model of the measurement electrode circuit as a loss capacitor with capacitance C  
and loss resistance Rp. Phasor diagram of currents for the circuit
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Fig. 7. Block diagram of the lock-in voltmeter circuit: X – real component,  
Y – imaginary component, Z – module, a – phase shift 

Fig. 8. Diagram of the measuring transducer circuit:  
1 – excitation electrode, 2 – detection electrode

The basis measuring system comprises two planar electrodes #1 and #2,  
a source of a sinusoidal signal with low impedance, and an operational amplifier 
operating in an inverting configuration with capacitive feedback Cf. An excitation 
signal in the form of a sinusoidal wave is delivered to electrode #1 

	 𝑈𝑈sig = 𝑈𝑈𝑎𝑎sin(𝜔𝜔sig𝑡𝑡) 	 (2)

while electrode #2 serves as a detection electrode. The signal in the form  
of an electric charge Q will be received from the detection probe and converted 
into a value proportional to charge Qx transferred between the electrodes.  
The presented configuration is known in the literature as a charge amplifier and 
is widely used in applications in which the output signal is proportional to the 
electric charge. The relationship between the excitation signal and the output 
signal from the charge amplifier is described by the following relationship: 
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	 𝑈𝑈sig𝑜𝑜 = −𝐶𝐶𝑥𝑥
𝐶𝐶𝑓𝑓

∙ 𝑈𝑈sig 	 (3)

where: 
Cx	 – capacitance between the plates of electrodes #1 and #2 in [F],
Cf	 – capacitance of the charge amplifier feedback capacitor in [F],
Usig	 – sinusoidal excitation signal,
Usigo	– sinusoidal output signal of the measuring transducer.

It follows from expression (3) that it is possible to easily determine the 
unknown capacitance Cx based on the parameters of the input signal, output 
signal and the known feedback capacitance Cf. The solution presented above  
is suitable for materials for which the conductivity between electrodes is negligibly 
low, i.e. of the order of μS. For conductive material, e.g. contaminated water,  
the situation changes, and conductivity has a greater influence on changes in the 
deposit impedance. Thus, a measuring transducer circuit in the form presented 
in Figure 9 is obtained.

Fig. 9. A diagram of the measuring transducer circuit with a measurement electrode impedance 
model: Zx – impedance of measurement electrodes, dependent on the deposit parameters,  

Zf – feedback impedance of the operational amplifier

The transducer model shown in the figure can be described using equations 
in the complex form:

	 𝑈𝑈sig𝑜𝑜 =
𝑍𝑍𝑥𝑥
𝑍𝑍𝑓𝑓

𝑈𝑈sig 	 (4)

where:
Zf	 – feedback impedance,
Zx	 – sought impedance of measurement electrodes,
Usig	 – sinusoidal excitation signal,
Usigo	– sinusoidal output signal of the measuring transducer.
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It follows from equation (4) that the determination of unknown impedance Zx 
requires knowledge of the parameters of the input signal, output signal, and 
the phase shift between these signals. The parameters of the input signal  
in relation to the output signal can be determined by the application of a lock-in 
voltmeter (Saied 2016). The principle of operation of a lock-in voltmeter is shown 
in Figure 7. Excitation signal in the form of a sinusoidal wave: 

	 𝑈𝑈sig = 𝑈𝑈𝑎𝑎 ∙ sin⁡(𝜔𝜔sig𝑡𝑡 + 𝜃𝜃sig) 	 (5)

where:
Ua – excitation signal amplitude,
ωsig – excitation signal angular frequency,
θsig– excitation signal phase shift,
is introduced onto excitation electrode #1.

In accordance with the linear system theory, a signal with the same frequency 
ωsig but with a changed amplitude Uao and the angular shift of a will be obtained 
on detection electrode #2.

	 𝑈𝑈sig𝑜𝑜 = 𝑈𝑈𝑎𝑎𝑎𝑎 ∙ sin⁡(𝜔𝜔sig𝑡𝑡 + 𝜃𝜃sig + 𝑎𝑎) 	 (6)

On the other hand, signals representing the real component X, imaginary 
component Y, module ⏐Z⏐, and phase shift a will be obtained at the output  
of the lock-in voltmeter:
	 𝑋𝑋 = |𝑍𝑍|cos⁡(𝑎𝑎) 	 (7)

	 𝑌𝑌 = |𝑍𝑍|sin⁡(𝑎𝑎) 	 (8)

	 |𝑍𝑍| = 1
2𝑈𝑈𝑎𝑎 ∙ 𝑈𝑈𝑎𝑎𝑎𝑎  	 (9)

	 𝑎𝑎 = tan−1 𝑌𝑌𝑋𝑋 	 (10)

Based on the quantities obtained from the lock-in voltmeter and relation-
ship (4), it is possible to determine the parameters of the sought impedance Zx. 
Following the substitutions and conversions, the sought Zx and its components 
are described with the following relationships:

	 𝑍𝑍𝑥𝑥 = 𝑍𝑍𝑓𝑓
𝑈𝑈sig
𝑈𝑈sig𝑜𝑜

= |𝑍𝑍𝑓𝑓|𝑒𝑒𝑗𝑗𝜑𝜑𝑓𝑓 ∙ | 𝑈𝑈𝑎𝑎
𝑈𝑈𝑎𝑎𝑎𝑎

| 𝑒𝑒−𝑗𝑗𝑗𝑗 	 (11)

where: 

	 𝑈𝑈𝑎𝑎𝑎𝑎 =
2 ∙ |𝑍𝑍|
𝑈𝑈𝑎𝑎

 	 (12)

	 Re{𝑍𝑍𝑥𝑥} = |𝑍𝑍𝑓𝑓| ∙ |
𝑈𝑈𝑎𝑎
𝑈𝑈𝑎𝑎𝑎𝑎

| cos(𝜑𝜑𝑓𝑓 − 𝑎𝑎) = |𝑍𝑍| cos(𝜑𝜑𝑓𝑓 − 𝑎𝑎) 	 (13)
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	 𝐼𝐼𝐼𝐼{𝑍𝑍𝑥𝑥} = |𝑍𝑍𝑓𝑓| ∙ |
𝑈𝑈𝑎𝑎
𝑈𝑈𝑎𝑎𝑎𝑎

| sin(𝜑𝜑𝑓𝑓 − 𝑎𝑎) = |𝑍𝑍| sin(𝜑𝜑𝑓𝑓 − 𝑎𝑎) 	 (14)

	 𝑋𝑋𝑐𝑐𝑐𝑐 = √|𝑍𝑍|2 (1 + 1
tg(𝜑𝜑𝑓𝑓 − 𝑎𝑎)2

) 	 (15)

	 𝑅𝑅𝑥𝑥 = 𝑋𝑋𝑐𝑐𝑐𝑐 ∙  tg(𝜑𝜑𝑓𝑓 − 𝑎𝑎) 	 (16)

	 𝐶𝐶𝑥𝑥 =
1

𝜔𝜔sig𝑋𝑋𝑐𝑐𝑐𝑐
 	 (17)

Simulation model

Based on the analysis of the measuring system using a charge amplifier, and 
the analysis of lock-in voltmeter operation, a simulation model was constructed. 
The simulation model of the system was realised assuming ideal properties  
of the operational amplifier, i.e. an infinitely high gain in an open feedback loop, 
infinitely high input impedance, and infinitely wide transfer band. With these 
assumptions, equations 4 are true. A diagram of the model realised in Matlab/
Simulink is presented in Figure 10. 

Fig. 10. A simulation model of the deposit impedance parameter measuring system 
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The simulation model comprises three independent blocks. The first block  
is responsible for simulations of the behaviour of measurement electrodes along 
with measuring transducer in accordance with equation (4) and the electrode 
model in the form of a loss capacitor with impedance Zx. The second block 
simulates the operation of a lock-in voltmeter. In this block, synchronous detection 
and low-pass filtration occur, and the signal parameters in relation to the reference 
signal are then determined. The sinusoidal signal described by equation (5), 
which, at the same time, is the excitation signal of measurement electrode #1, 
was used as the reference signal. In a system with a single reference signal,  
it is possible to determine the amplitude Uao of the test signal, which is received 
from measurement electrode #2. The determination of the phase shift between 
the reference signal and the test signal from detection electrode #2 requires the 
use of an additional reference signal phase-shifted by 90°. As a result of lock-in  
detection and the separation of the constant component using a third-order 
Butterworth low-pass filter with the corner frequency of 10 kHz, the parameters 
X, Y, ⏐Z⏐ and a are obtained. The third block is used to determine impedance 
parameters of the test deposit according to equations (12)-(16). 

Simulation testing was conducted for feedback parameters Cf = 22 pF and 
Rf = 220 kΩ. In practice, the feedback parameters should be set to the expected 
variability of the deposit parameters in order to obtain flat amplification 
characteristics over a wide frequency range. Figure 11 shows an example  
of the characteristics of the shift of a measuring transducer with ideal WO for 
the parameters shown in Table 1. It follows from the characteristics provided 
in Figure 11 that for the assumed feedback parameters, it is possible to obtain 
3 dB a transfer band from a frequency of 200 krad/s.

Fig. 11. Characteristics of the transfer of measuring transducer with ideal WO
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Figure 12 shows a spectral analysis of the signal after the mixing of the signal 
received from the detection electrode with the reference signal. The spectrum 
has two characteristic peaks: the first one for the constant component, the second 
for the doubled frequency 2 ∙ ωsig of the excitation signal Usig.

Table 1
Examples of feedback parameters Zf of the operational amplifier

Parameter Rf [MΩ] Cf [pF]
Value 0.22 22

Fig. 12. The spectrum of the signal following the operation of multiplying  
the reference signal Usig and the measurement signal Usigo

The results of simulation testing of the system for measuring deposit 
parameters are presented in Tables 2 and 3. The simulation testing was conducted 
by setting capacitance Cx and resistance Rx that model the measurement 
electrodes, followed by simulations of the system with the parameters set. 

Table 2
Examples of simulation results for the deposit impedance parameter measuring system  

at constant Rx=10 MΩ and the values of feedback elements Cf = 22 pF, Rf = 220 KΩ

Set value Cx [pF] 1 10 30 50
Determined value Cx’ [pF] 1 10 30 50
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Table 3
Examples of simulation results for the deposit impedance parameter measuring system  

at constant Cx=1 pF and the values of feedback elements Cf = 22 pF, Rf = 220 KΩ

Set value Rx [MΩ] 0.1 1 100 1000
Determined value Rx’ [MΩ] 0.1 1 99.92 991.7

The obtained simulation data presented for the feedback values Cf = 22 pF 
and Rf = 220 KΩ ensure full compliance with the parameters set. Sensitivity Sx  
to a change in the charge between the electrodes of the testes measuring 
transducer is determined by feedback capacitance Cf. This is due to the fact 
that charge Qx accumulated on measurement electrodes #1 and #2 is presented 
by the following expression:

	 𝑄𝑄𝑥𝑥 = 𝐶𝐶𝑥𝑥 ∙ 𝑈𝑈sig 	 (18)

and, from relationships (3) and (18), sensitivity Sx to a change in the charge on 
measurement electrodes #1 and #2 amounts to: 

	 𝑆𝑆𝑥𝑥 =
𝑈𝑈sig𝑜𝑜
𝑄𝑄𝑥𝑥

= 1
𝐶𝐶𝑓𝑓

= 1
22 ∙ 10−12 = 0.0455 [mV

fC ] 	 (19)

It is also possible to determine sensitivity Sc to a change in capacitance 
between the measuring transducer electrodes from equation (3). Assuming the 
excitation voltage amplitude Ua=10 V, the following capacitance sensitivity is 
obtained:

	 𝑆𝑆𝑐𝑐 =
𝑈𝑈sig𝑜𝑜

𝐶𝐶𝑥𝑥
=

𝑈𝑈sig
𝐶𝐶𝑓𝑓

= 10 [V]
22 ∙ 10−12[F] = 0.455 [mV

fF ]     	 (20)

Obviously, the signal from the measuring transducer requires further 
amplification in real measuring systems, although this is not required for 
simulation purposes

Conclusions

The method for measuring impedance parameters of a deposit using a charge 
amplifier and a lock-in voltmeter allows very high accuracy to be achieved.  
The results of the simulation model testing lead to the conclusion that accuracy  
is limited only and exclusively by the accuracy of numerical methods of simulation 
programs. This is due to the fact that the process of determining impedance 
parameters in a numerical manner results directly from algebraic equations (7)-(17).  
A properly selected low-pass filter, which separates the constant component 
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from the variable component, which has a frequency twice as high as that  
of the excitation signal, guarantees accuracy arising directly from the numerical 
accuracy of algebraic transformations. The presented method ensures the certainty 
of the results obtained through simulation, but the situation is different as regards 
practical implementations. In practice, the process of detection from the detection 
electrode is affected by the influence of many interfering quantities, mainly  
in the form of parasitic capacitances of connections. These quantities are often 
higher by an order of magnitude than those being measured. Proper design  
of measuring circuits, shielding from external fields and proper design of guard 
electrodes will eliminate or significantly reduce their impact on the measurement 
process. As demonstrated using the examples of measuring transducer parameter 
values from relationship (20), it is possible to detect changes in capacitance on 
measurement electrodes of the femtofarad order. Methods using lock-in voltmeters 
are, due to their properties, often employed in many technical solutions, inter 
alia in capacitance tomography systems. The use of this method for measuring 
deposit impedance parameters will allow high accuracy to be achieved over  
a wide range of parameter changes. The practical implementation of a measuring 
system requires the preparation of measurement electrodes and their shielding 
and the selection of suitable electronic systems that ensure appropriate operation 
frequencies. The practical implementation can be carried out entirely using  
an analogue technique or partly using a digital technique. 
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A b s t r a c t

The pressure drop during water flow through two gravel beds with 2-8 and 8-16 [mm] grain size 
was measured across a wide range of filtration velocities, and the optimal method for calculating 
the coefficients for Darcy’s law and Forchheimer’s law was selected. The laws and the experimental 
data were used to develop a computational program based on the Finite Element Method (FEM). 
The results were compared, and errors were analyzed to determine which law better describes 
flow data. Various methods of measuring porosity and average grain diameter, representative  
of the sample, were analyzed. The data were used to determine the limits of applicability of both 
laws. The study was motivated by the observation that computational formulas in the literature 
produce results that differ by several orders of magnitude, which significantly compromises their 
applicability. The present study is a continuation of our previous research into artificial granular 
materials with similarly sized particles. In our previous work, the results produced by analytical 
and numerical models were highly consistent with the experimental data. The aim of this study 
was to determine whether the inverse problem methodology can deliver equally reliable results  
in natural materials composed of large particles. The experimental data were presented in detail 
to facilitate the replication, reproduction and verification of all analyses and calculations. 
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Introduction

Fluid flow through porous media can be described mathematically at two 
qualitatively different levels. The first level (historical) involves macroscopic 
measurements. In this approach, a porous medium is regarded as a homogeneous 
medium where flow resistance is generally averaged in space and time (Ergun 
1952, Hellström, Lundström 2006, Sidiropoulou et al. 2007, Sobieski 
2010). The structure of the material, channel shape and particle surface are not 
considered. Flow resistance is determined with the use of generalized parameters 
such as average particle diameter, porosity and tortuosity. The main disadvantage 
of this approach is that constant values, which usually differ for various types 
of porous media, have to be incorporated into mathematical models. As a result, 
a generally applicable mathematical model for measuring flow resistance  
in porous media has never been developed. Generalized Forchheimer’s law appears 
to be the only relatively universal equation (Sobieski, Trykozko 2011), but two 
coefficients have to be defined individually for every medium (Sidiropoulou et al. 
2007). A dedicated methodology for calculating these coefficients has never been 
proposed, and dozens of formulas generating results that differ by many orders 
of magnitude have been described in the literature (Sobieski, Trykozko 2011).

The second level involves microscopic measurements where the shape  
of channels and local factors are taken into consideration. This approach appears 
to be consistent with the laws of physics, but it requires highly complex numerical 
models and is very difficult to implement in practice. The main disadvantage 
of this approach is that microscopic observations cannot be expressed on the 
macroscopic scale. In practice, numerical grids can be generated to define  
a small fragment of space and calculate pressure fields and velocity with the use 
of CFD techniques. However, numerical grids describing geometrically complex 
pores are difficult to generate and require considerable computational power, 
which is why this approach cannot be used to develop full-size models of real 
objects. Numerous simplifications have been applied to overcome these problems. 
Problems are analyzed in 2D space, and pore space is modeled with simple 
geometric shapes, including circles (Hellström, Lundström 2006, Peszyńska 
et al. 2009a, 2009b) and rectangles (Koponnen et al. 1996, 1997, Matyka et al. 
2008). Pseudo-random methods are also used (Nabovati, Sousa 2007). Pore 
space is very rarely modeled in 3D space based on the actual structure of the 
porous medium. Such an attempt was made by Carminati (2007) who captured 
the real geometry of pore space by computed tomography and used the results 
to develop a classical CFD model. In other studies, the structure of porous space 
was described at the microscopic scale, but fluid flow was not modeled (Mota 
et al. 1999, Neethirajan et al. 2006). 
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It should be noted that both levels can be combined by multiscale (hybrid) 
modeling. In this approach, flow is described with macroscale models, but 
the required parameters and coefficients, such as tortuosity, are determined 
analytically based on a simplified geometry of pore space. This approach has 
been rarely described in the literature, and notable examples include a study 
by Wu et al. (2008) which presents a full mathematical model, or a study by 
Yu and Li (2004) who proposed an analytical method for calculating tortuosity  
in geometrically simplified pore space. The multiscale approach can also be 
used in full CFD models (Hellström, Lundström 2006, Peszyńska et al. 
2009a, 2009b) but significant progress in this area has not been made to date.

The current study relies on the macroscopic approach, but the existing 
empirical formulas for calculating the coefficients for Darcy’s law and 
Forchheimer’s law were not used. Empirical formulas produce highly varied 
results, which is why the proposed methodology was based on the inverse problem 
(van Battenburg, Milton-Tayler 2005, Huang, Ayoub 2008, Sobieski, 
Trykozko 2011, 2014a, 2014b). The method of processing experimental data plays 
an important role in this approach (Sobieski, Trykozko 2011). The proposed 
methodology involves a simple laboratory experiment, but it guarantees high 
consistency of experimental data with the analytical or numerical model across  
a wide range of filtration velocities. In the work of Sobieski and Trykozko (2011), 
data consistency was estimated at 1-3% across the tested range of filtration 
velocities. Similar results were reported by Sobieski and Trykozko (2014b), but 
relative error was higher for several initial measurement points (with the lowest 
filtration velocity), and it reached 10.25% for the lowest filtration velocity (relative 
error decreased rapidly for successive filtration velocities). The greatest advantage 
of the inverse methodology is that pressure loss can be reliably predicted when 
the value of the permeability coefficient and/or the Forchheimer coefficient for  
a given porous medium is known. In a cross-validation procedure, an experiment 
involving the determination of the above coefficients can be regarded as an 
element of the training set, and a system where flow resistance is modeled can 
be regarded as the validation set. The training model is one-dimensional and 
simple to develop, whereas predictive models can be two- or three-dimensional, 
at least for isotropic media.

Porous media composed of glass beads with roughly identical diameters 
were investigated by Sobieski and Trykozko (2011, 2014a, 2014b). Porosity 
and pressure loss during fluid flow were highly similar in the investigated 
media. These results could suggest that in less homogeneous media, experimental 
data will be less consistent with numerical data. To determine the magnitude  
of relative error in such cases, these experiments were replicated with the use 
of a different porous medium. The aim of this study was to determine whether 
the inverse problem method can produce equally reliable results in natural 
materials composed of large particles. The applied tools and methods are not new.  
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However, the presented results were obtained in a new medium, which contributes 
to the body of knowledge on the applicability of the inverse problem method for 
describing the properties of porous media with variable particle size. 

Experimental design

The test stand for analyzing the porous medium is presented in Figure 1. 
The stand is composed of a plexiglass tube filled with gravel (6). Water from  
a bottom tank (1) is supplied to the bottom of the plexiglass cylinder by a pump (2). 
The flow rate is controlled by a control valve (3) and an overflow valve (4).  
Water flows through gravel to the top tank (7), and it returns to the bottom 
tank via an overflow pipe (8). Volumetric flow rate was measured with  
a rotameter (5). Pressure was measured with U-tube manometers joined to pipe 
connectors (marked 1 to 4 in the diagram). Water temperature was measured 
with a thermometer (9). Measurement errors were as follows: volumetric flow 
rate 0.000000056 m3/s, piezometric head 1.0 mm H2O, temperature 0.1 K. 
The distance between extreme measurement points was 0.9 m, and the porous 
medium had a cross-sectional area of 0.005 m2. Two porous media were tested: 
gravel with 8-16 mm grain size and gravel with 2-8 mm grain size. 

Fig. 1. Diagram of the test stand for analyzing a porous medium (a),  
gravel with 2-8 mm grain size (b), gravel with 8-16 mm grain size (c)
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All measurements were conducted in the test site presented in Figure 1.  
The correlation between volumetric flow rate and piezometric head was 
determined between extreme measurement points (4-1). The drop in pressure 
was measured at different settings of the control valve (3). In the porous medium 
with 2-8 mm grain size, the control valve was set to 12 volumetric flow rates 
from 1.9E-6 m3/s to 52.2E-6 m3/s. In the porous medium with 8-16 mm grain 
size, the control valve was set to 7 volumetric flow rates from 38.1E-6 m3/s  
to 52.2E-6 m3/s. In the porous medium with 8-16 mm grain size, the range  
of valve settings was small because differences in the pressure of water flowing 
through the medium were negligible. Flow resistance was very low in the tested 
porous medium. The measurements were performed in triplicate for each medium. 
The cylinder was then emptied, gravel was stirred and poured back into the 
cylinder. This operation was repeated three times to calculate the average 
pressure difference Δh. The measurements were conducted at constant water 
temperature of 304 K, at which water density was ρ = 995,34 kg/m3, and water 
viscosity was µ = 0.00078433 kg/(m.s). The results of the measurements are 
presented in Tables 1 and 2. The measured values are presented graphically  
in Figure 2, where the average values for every cylinder refill are denoted by lines. 

Table 1 
Measurements performed in the medium with 2-8 mm grain size

Flow rate Refill 1 Refill 2 Refill 3 Average

V̇ ∆h ∆h ∆h ∆h ∆h ∆h ∆h ∆h ∆h ∆ℎ̅̅̅̅  
m3/s mm mm mm mm mm mm mm mm mm mm

01.9E-6 9 9 9 8 7 6 9 8 8 8.11
06.1E-6 37 36 35 30 28 29 36 33 34 33.11
10.6E-6 70 71 68 55 54 54 67 67 66 63.56
12.5E-6 106 106 104 82 82 82 100 99 99 95.56
19.7E-6 142 144 144 114 116 110 138 135 135 130.89
24.4E-6 191 186 182 139 144 145 178 178 176 168.78
28.9E-6 231 230 226 176 180 180 219 218 216 208.44
33.3E-6 276 272 264 218 215 216 261 260 263 249.44
38.1E-6 329 325 323 257 255 257 310 311 311 297.56
42.8E-6 389 384 378 303 301 301 368 367 368 351.00
47.8E-6 448 444 444 353 351 351 427 428 425 407.89
52.2E-6 519 520 512 407 401 411 487 492 493 471.33
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Table 2
Measurements performed in the medium with 8-16 mm grain size

Refill 1 Refill 2 Refill 3

V̇ ∆h ∆h ∆h ∆h ∆h ∆h ∆h ∆h ∆h ∆ℎ̅̅̅̅  
m3/s mm mm mm mm mm mm mm mm mm mm

38.1E-6 11 12 12 10 11 10 12 11 11 11.11
40.3E-6 14 13 14 12 12 12 13 13 13 12.89
42.8E-6 16 15 16 14 14 14 14 15 15 14.78
45.0E-6 17 17 18 16 16 16 16 17 17 16.67
47.8E-6 19 19 20 17 18 18 19 19 19 18.67
49.7E-6 21 22 21 19 20 20 21 21 22 20.78
52.2E-6 23 24 24 22 22 23 24 24 24 23.33

Fig. 2. The results of the measurements conducted in porous media with 2-8 mm grain size (a) 
and 8-16 mm grain size (b)

Mathematical model based on Darcy’s law

In the first stage of the study, a mathematical model was developed based 
on Darcy’s law (1856). Darcy’s law is an equation describing the flow of a fluid 
through a porous medium. The law can be expressed by the following equation 
(Anderson et al. 2004, Hellström, Lundström 2006):

	 −𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = −𝜌𝜌𝜌𝜌∆ℎ̅̅̅̅

𝑑𝑑𝑑𝑑 = 𝜇𝜇
𝜅𝜅 𝑣𝑣𝑓𝑓 	 (1)

where: 
dL	– distance [m] over which the pressure drop dp [Pa] takes place,
ρ	 – fluid viscosity [kg/m3],
g	 – gravity component [m/s2],
∆ℎ̅̅̅̅  	– average piezometric head [m], 
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κ	 – permeability coefficient [m2], 
μ	 – dynamic viscosity coefficient [kg/(m.s)], 
υf	 – filtration velocity [m/s]. 

Filtration velocity is calculated with the following continuity equation:

	 𝑣𝑣𝑓𝑓 =
𝑉̇𝑉
𝐴𝐴 	 (2)

where: 
V̇	– volumetric flow rate of water through the medium [m3/s],
A	– cross-sectional area of the medium [m2].

Darcy’s law can also be expressed by the following formula:

	 𝑣𝑣𝑓𝑓 = −𝐾𝐾𝐾𝐾 = −𝐾𝐾∆ℎ̅̅̅̅
𝑑𝑑𝑑𝑑 	 (3)

where: 
K	– filtration coefficient [m/s],
J	– decrease in hydraulic head [-], 
calculated as the piezometric gradient between two points (in this case, the 
average value from several measurements).

The filtration coefficient K and the permeability coefficient κ [m2] are bound 
by the following correlation:

	 𝐾𝐾 = 𝜅𝜅 𝜌𝜌𝜌𝜌𝜇𝜇  	 (4)

The results of the measurements in the model based on Darcy’s law are pre-
sented in Tables 3 and 4. The average values of the permeability coefficient for 
porous media with 2-8 mm and 8-16 mm grain size were determined at 2.16E-09 
and 3.9938E-08 [m2], respectively. The average values of the filtration coeffi-
cient for the above media were determined at 0.026892 m/s and 0.497196 m/s, 
respectively. The pressure drop in the compared media is presented in Figure 3.

Table 3
The results of measurements in the model based on Darcy’s law  

for the medium with 2-8 mm grain size

V̇ ∆ℎ̅̅̅̅  ∆p J υf K κ

m3/s m a [-] m/s m/s m2

1 2 3 4 5 6 7
01.9E-6 0.0081 79.20 0.0090 0.0004 0.043151 3.466E-09
06.1E-6 0.0331 323.31 0.0368 0.0012 0.033221 2.669E-09
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1 2 3 4 5 6 7
10.6E-6 0.0636 620.57 0.0706 0.0021 0.029895 2.401E-09
12.5E-6 0.0956 933.03 0.1062 0.0030 0.028256 2.27E-09
19.7E-6 0.1309 1278.04 0.1454 0.0039 0.027122 2.179E-09
24.4E-6 0.1688 1647.99 0.1875 0.0049 0.026070 2.094E-09
28.9E-6 0.2084 2035.31 0.2316 0.0058 0.024947 2.004E-09
33.3E-6 0.2494 2435.65 0.2772 0.0067 0.024053 1.932E-09
38.1E-6 0.2976 2905.42 0.3306 0.0076 0.023021 1.849E-09
42.8E-6 0.3510 3427.26 0.3900 0.0086 0.021937 1.762E-09
47.8E-6 0.4079 3982.74 0.4532 0.0096 0.021084 1.694E-09
52.2E-6 0.4713 4602.23 0.5237 0.0104 0.019943 1.602E-09

Table 4
The results of measurements in the model based on Darcy’s law  

for the medium with 8-16 mm grain size

V̇ ∆ℎ̅̅̅̅  ∆p J υf K κ

m3/s m Pa [-] m/s m/s m2

38.1E-6 0.0111 108.49 0.0123 0.0076 0.616500 4.952E-08
40.3E-6 0.0129 125.85 0.0143 0.0081 0.562500 4.518E-08
42.8E-6 0.0148 144.29 0.0164 0.0086 0.521053 4.185E-08
45.0E-6 0.0167 162.74 0.0185 0.0090 0.486000 3.904E-08
47.8E-6 0.0187 182.27 0.0207 0.0096 0.460714 3.701E-08
49.7E-6 0.0208 202.88 0.0231 0.0099 0.430749 3.460E-08
52.2E-6 0.0233 227.83 0.0259 0.0104 0.402857 3.236E-08

Fig. 3. Pressure drop as a function of velocity in the compared media (linear model)

cont. Table 3
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Mathematical model based on Forchheimer’s law

Flow resistance in a porous medium is also described with Forchheimer’s 
law (1901). The Forchheimer equation contains a non-linear term for adjusting 
the result in high-flow rate environments. The applicability limits of both laws 
are discussed in successive chapters of the study. The Forchheimer equation 
has the following form: 

	 −𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 =

1
𝜅𝜅 𝜇𝜇𝑣𝑣𝑓𝑓 + 𝛽𝛽𝜌𝜌𝑣𝑣𝑓𝑓2 	 (5)

where: 
β –Forchheimer coefficient (non-Darcy coefficient, β factor) [1/m].
If β = 0, the flow regime is described by Darcy’s law. 

To determine parameters κ and β based on the experimental data, equation (5) 
was transformed as follows (Huang, Ayoub 2008):

	 −𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

1
𝜇𝜇𝜇𝜇𝑓𝑓

= 1
𝜅𝜅 + 𝛽𝛽 (

𝜌𝜌𝑣𝑣𝑓𝑓
𝜇𝜇 ) 	 (6)

The following expressions were introduced:

	

{
 

 𝑌𝑌 = −𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1
𝜇𝜇𝜇𝜇𝑓𝑓

𝑋𝑋 =
𝜌𝜌𝑣𝑣𝑓𝑓
𝜇𝜇

 	 (7)

to produce a linear equation:

	 𝑌𝑌 = 𝛽𝛽𝛽𝛽 + 1
𝜅𝜅 	 (8)

Fig. 4. The correlation between coefficients X and Y in the compared media
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Fig. 5. Pressure drop as a function of velocity in the compared media (non-linear model)

Coefficients and were determined with the use of equation (7), and the 
coefficients in equation (8) were determined by least squares approximation. 
The results are shown in Figures 4 and 5. These coefficients are equivalent  
to the corresponding terms in equation (5). In the media with 2-8 mm and  
8-16 mm grain size, the value of coefficient 1 ⁄κ was determined at 0.33303E+09 
and –0.758964E+07, respectively, and the value of coefficient β was determined 
at 0.221048E+05 and 0.578304E+04, respectively.

Numerical model of fluid flow in a porous medium

Numerical calculations for replicating the experiment were performed  
in a self-designed computer program based on the steady-state flow equation:

	 ∇ ∙ 𝐾𝐾∇(∆ℎ̅̅̅̅ ) = 0 	 (9)

When the assumption of conservation of momentum modeled by Darcy’s 
law is met:
	 𝑣𝑣𝑓𝑓 = −𝐾𝐾 ∙ 𝐾𝐾∇(∆ℎ̅̅̅̅ ) 	 (10)

In equation (10), the filtration coefficient K is a generalized tensor (Breugem 
et al. 2004). Equation (10) is a generalization of formula (3) for multidimensional 
flow.

The following boundary conditions were imposed: the Neumann condition 
is zero along the cylinder, volumetric flow rate was imposed as the Neumann 
condition at the cylinder inlet, and piezometric head was imposed as the boundary 
condition at the cylinder outlet. It was assumed that the reference level z = 0 
corresponds to the cylinder inlet (bottom); therefore, piezometric head ∆ℎ̅̅̅̅   at the 
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outlet was equal to the anticipated pressure, increased by the cylinder’s total 
length. If pressure equals zero at the outlet, piezometric head at the outlet will 
be equal to the cylinder’s length. 

The flow equation (9) was solved with the Finite Element Method (FEM) 
with linear basis functions (Lucquin, Pironneau 1998). A cross-section of the 
computational domain and its elements is presented in Figure 6. The model was 
build based on a discrete mesh that had been originally developed in Gambit 
(2004) and converted to the format used in the designed computational program. 

Fig. 6. Segment of the numerical mesh used in the designed computational program 

A system of linear equations generated by the numerical mesh was solved 
with the conjugate gradient method and incomplete Cholesky preconditioning 
(Kaasschieter 1998).

The Forchheimer equation was modified for use in the designed program 
based on the solution presented by Fourar et al. (2005). An iterative algorithm is 
based on the effective permeability coefficient. Successive approximations of the 
effective permeability coefficient were determined with the use of equation (5):

	 −𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = (𝜇𝜇𝜅𝜅 + 𝛽𝛽𝛽𝛽𝑣𝑣𝑓𝑓

(𝑖𝑖)) 𝑣𝑣𝑓𝑓 =
1

𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒
(𝑖𝑖) 𝑣𝑣𝑓𝑓 	 (11)

where the upper index i denotes velocity fields in successive iterations. 

Experimentally measured pressure was imposed as the boundary condition, 
and boundary conditions remained unchanged during iteration. The flow 
equation (11) was solved for 𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒

(0) = 𝜅𝜅
𝜇𝜇  to approximate the velocity field 𝑣𝑣𝑓𝑓

(𝑖𝑖) . 
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The iterative scheme was as follows: the following approximation of the perme-
ability coefficient 𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒

(𝑖𝑖)   was derived with equation (11), and the corresponding 
velocity field was calculated. In each case, the calculated velocity field was 
compared with the field approximated in the previous iteration. Iterations were 
repeated until convergence was reached. This is not an optimal approach, but 
it offers an easy solution, including in non-linear models.

Results of numerical simulations

The results of the simulations conducted in the compared media are presented 
in Figure 7. The numbers in the diagram correspond to the measurements 
presented in Tables 1 and 2. In both cases, the pressure drops estimated with 
Darcy’s laws differ from the experimental data.

Fig. 7. Measurements conducted in porous media with 8-16 mm (a) and 2-8 mm (b) grain size
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Percentage errors

	 𝛿𝛿 = |𝑥𝑥𝑖𝑖 − 𝑥𝑥0
𝑥𝑥0

| ∙ 100% 	 (12)

where xi is the numerically determined value and x0 is the exact (measured) 
value, are presented in Tables 5 and 6 as well as in Figure 8.

Table 5
Percentage errors for the medium with 2-8 mm grain size

υf dpexp. dpDarcy dpForchheimer δDarcy δForchheimer

m/s Pa Pa Pa % %

0.0004 79.09 128.18 93.66 62.07 18.42

0.0012 323.2 384.54 300.86 18.98 6.91

0.0021 621.01 672.94 565.64 8.36 8.92

0.0025 640.54 801.12 694.09 25.07 8.36

0.0039 1 278.14 1 249.75 1 195.86 2.22 6.44

0.0049 1 648.21 1 570.2 1 603.97 4.73 2.68

0.0058 1 956.76 1 858.61 2 006.68 5.02 2.55

0.0067 2 435.21 2 147.01 2 442.9 11.83 0.32

0.0076 2 905.85 2 435.41 2 912.74 16.19 0.24

0.0086 3 427.26 2 755.84 3 474.09 19.59 1.37

0.0096 3 982.85 3 076.29 4 076.84 22.76 2.36

0.0104 4 601.91 3 332.65 4 589.00 27.58 0.28

Table 6
Percentage errors for the medium with 8-16 mm grain size

υf dpexp. dpDarcy dpForchheimer δDarcy δForchheimer

[m/s] [Pa] [Pa] [Pa] [%] [%]

0.0076 108.38 133.6 107.72 23.26 0.61

0.0081 124.98 142.39 125.32 13.92 0.27

0.0086 143.53 151.18 144.21 5.32 0.47

0.0090 156.81 158.21 160.27 0.89 2.20

0.0096 181.62 168.76 185.90 7.08 2.36

0.0099 202.12 174.03 199.42 13.9 1.34

0.0104 227.51 182.82 222.98 19.64 1.99
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Fig. 8. Percentage errors for both numerical models

Determination of the porosity coefficient

The porosity coefficient was determined with the use of two graduated 
cylinders with 1 ml grading divisions. The first cylinder was filled with porous 
material with a known volume V, and the second cylinder was filled with water. 
Total skeletal volume Vs can be determined when the volume of porous material 
and the volume of water required to completely fill the porous part Vp of the 
medium are known: Vs = V – Vp. 

Table 7
Porosity measurements in the medium with 8-16 mm grain size

V Vp Vs Vp Vs e8-16

m3 m3 m3 % % [-]
2E-03 816E-06 1.184E-03 40.8 59.2 0.408
2E-03 770E-06 1.230E-03 38.5 61.5 0.385
2E-03 854E-06 1.146E-03 42.7 57.3 0.427
2E-03 812E-06 1.188E-03 40.6 59.4 0.406
2E-03 820E-06 1.180E-03 41.0 59.0 0.410
2E-03 824E-06 1.176E-03 41.2 58.8 0.412
2E-03 838E-06 1.162E-03 41.9 58.1 0.419
2E-03 836E-06 1.164E-03 41.8 58.2 0.418
2E-03 820E-06 1.180E-03 41.0 59.0 0.410
2E-03 816E-06 1.184E-03 40.8 59.2 0.408
2E-03 814E-06 1.186E-03 40.7 59.3 0.407
2E-03 834E-06 1.166E-03 41.7 58.3 0.417
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In the porous medium with 2-8 mm grain size, the material “settled” under 
the influence of water, which decreased its total volume. The medium’s volume 
decreased as flowing water transported the smallest grains which filled empty 
spaces between large grains. To account for the above observation, the porosity 
coefficient was measured twice. In the first measurement, 0.0015 m3 of gravel 
was loosely poured into the cylinder and covered with water, and pore volume 
was measured. In the second measurement, 0.002 m3 of gravel was lightly 
compacted in the cylinder, covered with water, and pore volume was measured. 
The “settling” of gravel particles was not observed in the medium with 8-16 mm 
grain size. Average porosity was determined at e8-16 = 0.411, 𝑒𝑒2−8max = 0.358 and 
𝑒𝑒2−8min = 0.294 . Results of measurements are available in Tables 7, 8 and 9.

Table 8
Porosity measurements in loosely arranged medium with 2-8 mm grain size

V Vp Vs Vp Vs 𝑒𝑒2−8max = 0.358 

m3 m3 m3 % % [-]
1.5E-03 545E-06 955E-06 36.3 63.7 0.363
1.5E-03 538E-06 962E-06 35.9 64.1 0.359
1.5E-03 557E-06 943E-06 37.1 62.9 0.371
1.5E-03 530E-06 970E-06 35.3 64.7 0.353
1.5E-03 524E-06 976E-06 34.9 65.1 0.349
1.5E-03 548E-06 952E-06 36.5 63.5 0.365
1.5E-03 522E-06 978E-06 34.8 65.2 0.348
1.5E-03 532E-06 968E-06 35.5 64.5 0.355
1.5E-03 547E-06 953E-06 36.5 63.5 0.365
1.5E-03 532E-06 968E-06 35.5 64.5 0.355

Table 9
Porosity measurements in compacted medium with 2-8 mm grain size

V Vp Vs Vp Vs 𝑒𝑒2−8min = 0.294 

m3 m3 m3 % % [-]
2E-03 602E-06 1.398E-03 30.1 69.9 0.301
2E-03 596E-06 1.404E-03 29.8 70.2 0.298
2E-03 580E-06 1.420E-03 29.0 71.0 0.290
2E-03 600E-06 1.400E-03 30.0 70.0 0.300
2E-03 556E-06 1.444E-03 27.8 72.2 0.278
2E-03 598E-06 1.402E-03 29.9 70.1 0.299
2E-03 578E-06 1.422E-03 28.9 71.1 0.289
2E-03 574E-06 1.426E-03 28.7 71.3 0.287
2E-03 595E-06 1.405E-03 29.8 70.2 0.298
2E-03 596E-06 1.404E-03 29.8 70.2 0.298



Technical Sciences	 24, 2021

98	 Wojciech Sobieski, Anna Trykozko

Determination of the equivalent diameter  
of gravel grains

The average diameter was determined by counting the number of grains 
ns and measuring their total volume Vs in a control volume V. The average 
volume of one grain Vd was calculated by dividing total grain volume by the 
number of grains. The formula for calculating the volume of a sphere was used  
to determine the average grain diameter δ [m]. The control volume was 6E-04 [m3] 
for the medium with 8-16 mm grain size and 15E-06 [m3] for the medium with 
2-8 mm grain size.

The measured values of average grain diameter seem to be correct. This 
parameter was determined at 14.7 mm in the medium with 8-16 mm grain size, 
and 3.3 mm in the medium with 2-8 mm grain size. The obtained values were 
used in alternative calculations of the porosity coefficient. The results were highly 
similar to the previously obtained values. The results of the measurements and 
calculations performed for both media are presented in Tables 10 and 11. Grain 
“settlement” was negligible in the medium with 2-8 mm grain size due to small 
control volume, and this observation was not taken into consideration.

Table 10
Measurements of equivalent grain diameter in the medium with 8-16 mm grain size
V Vp Vs ns Vd δ8-16 e'8-16

m3 m3 m3 [-] m3 m [-]
6E-04 255E-06 345E-06 194 1.78E-06 0.0150 0.425
6E-04 243E-06 357E-06 231 1.55E-06 0.0143 0.405
6E-04 240E-06 360E-06 227 1.59E-06 0.0145 0.400
6E-04 238E-06 362E-06 221 1.64E-06 0.0146 0.397
6E-04 235E-06 365E-06 219 1.67E-06 0.0147 0.392

– – – – 1.66E-06 0.0147 0.406

Table 11
Measurements of equivalent grain diameter in the medium with 2-8 mm grain size

V Vp Vs ns Vd δ2-8 e'2-8

m3 m3 m3 [-] m3 m [-]
15E-06 4.5E-06 10.5E-06 550 19.1E-09 0.00332 0.300
15E-06 5.0E-06 10.0E-06 490 20.4E-09 0.00339 0.333
15E-06 4.5E-06 10.5E-06 580 18.1E-09 0.00326 0.300
15E-06 4.0E-06 11.0E-06 600 18.3E-09 0.00327 0.267
15E-06 5.0E-06 10.0E-06 510 19.6E-09 0.00335 0.333

– – – – 19.1E-09 0.00332 0.307
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Reynolds number

According to the literature, Darcy’s law and Forchheimer’s law have certain 
limits of applicability, as illustrated in Figure 9. The Reynolds number is the 
main criterion for determining the validity of both laws. The Reynolds number 
is defined as (Nałęcz 1991, Sawicki et al. 2004): 

	 Re 𝑅𝑅𝑅𝑅 =
𝜌𝜌𝑣𝑣𝑓𝑓𝛿𝛿
𝜇𝜇  	 (13)

where δ is the grain diameter [m] in an ideally homogeneous medium composed 
of spherical particles that offer similar resistance as the real material. 

In the literature, considerable variations are noted in the upper limit of ap-
plicability of Darcy’s law and Forchheimer’s law, for example: Re = 3 – 10 (Bear 
1972), Re = 1 – 15 (Hassanizadeh, Gray (1987); the suggested value is Re = 10), 
Re = 1 ÷ 5 (Sawicki et al. 2004), Re = 10-5 – 2.3 (Hansen 2007).

Fig. 9. Types of flow in porous media 
Source: based on Bloshanskaya et al. (2017) and Hassanizadeh and Gray (1987).

The Reynolds numbers calculated for equivalent diameters δ2-8 and δ8-16 
are presented in Tables 12 and 13 and in Figure 10. Reynolds numbers were 
also calculated for extreme grain diameters in the compared media to present 
the full range of changes in the evaluated parameter. In the medium with 
8-16 mm grain size, flow always occurred in a region that was separated by 
a considerable distance from the upper limit of applicability of Darcy’s law 
and Forchheimer’s law (regardless of the fact which limit value was adopted).  
In this medium, fluid flow should not be modeled with Darcy’s law. This conclusion 
had been initially formulated in the error analysis, and it was further confirmed 
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by the above observations. In fine-grained gravel, measurements began at much 
lower filtration velocity, and based on literature data, the first two or three 
measurements could be classified as Darcy flow. However, high percentage error 
does not confirm the above observation. These findings suggest that in forced-
flow systems, such as the presented test stand, flow should be generally modeled 
with the Forchheimer equation or similar non-linear equations.

Table 12
Values of the Reynolds number for the medium with 2-8 mm grain size  

and different values of the equivalent diameter

v Reδ = 0.002 Reδ = 0.008 Reδ = 0.00332

m/s [-] [-] [-]

0.0004 0.99 3.95 1.64
0.0012 3.10 12.41 5.15
0.0021 5.36 21.43 8.89
0.0025 6.35 25.38 10.53
0.0039 10.01 40.05 16.62
0.0049 12.41 49.63 20.60
0.0058 14.66 58.66 24.34
0.0067 16.92 67.68 28.09
0.0076 19.32 77.27 32.07
0.0086 21.71 86.86 36.05
0.0096 24.25 97.01 40.26
0.0104 26.51 106.03 44.00

Table 13
Values of the Reynolds number for the medium with 8-16 mm grain size  

and different values of the equivalent diameter

v Reδ = 0.008 Reδ = 0.0016 Reδ = 0.0147 

m/s [-] [-] [-]

0.0076 77.27 154.54 141.98
0.0081 81.78 163.56 150.27
0.0086 86.86 173.72 159.60
0.0090 91.37 182.74 167.89
0.0096 97.01 194.02 178.26
0.0099 100.96 201.92 185.51
0.0104 106.03 212.07 194.84
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The above conclusion confirms that the presented Reynolds numbers were 
calculated based on equivalent diameters, which does not guarantee that a given 
Reynolds number will describe all regions of a porous medium. Due to possible 
deviations, Forchheimer’s law should be applied in this case because it applies 
to a wider range of velocities.

Fig. 10. Values of the Reynolds number for media with 2-8 mm (a) and 8-16 mm grain size (b) 
and different values of the equivalent diameter

Conclusions

The results of the study supported the formulation of the following conclusions:
•	Due to the absence of strict criteria for determining the validity of the 

basic laws for modeling flow in porous media, fluid flow in a gravel medium 
with 2-16 mm grain size should be generally described with the more universal 
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Forchheimer’s law which applies to a wider range of velocities. Forchheimer’s law 
can probably be also used to model flow in gravel and sand with different particle 
size fractions. The above is confirmed by Figure 7 which clearly indicate that 
unlike Darcy’s law, Forchheimer’s law guarantees high consistency of modeled 
data with experimental data across the entire range of filtration velocity values. 

•	The results of this study confirm that the upper limit of applicability  
of Darcy’s law is Re ≈ 8 ÷ 10.

•	Forchheimer’s law should be regarded as a broader version of Darcy’s law, 
rather than its extension for flows with higher Reynolds numbers. Published 
sources (for example in Fig. 9) can be somewhat misleading by suggesting that 
Darcy’s law should be applied to lower values of the Reynolds number, whereas 
Forchheimer’s law should be applied to higher values of the Reynolds number.  
The results presented in Tables 5 and 6 and in Figure 8 indicate that Forch-
heimer’s law can be used in all cases where Darcy’s law could be applied.  
In these cases, the non-linear term of the Forchheimer equation will simply 
lose its significance.

•	Flow resistance in porous media can be reliably modeled based on the 
results of a simple “training” experiment which produces accurate values  
of the coefficients for Forchheimer’s law. These coefficients should be calculated 
by measuring pressure drops across the widest possible range of filtration ve-
locities. The wider the velocity range and the more accurate the measurements,  
the smaller the discrepancy between simulation results and experimental data. 

The presented findings indicate that flow resistance in sand and gravel (and 
probably many other porous media) should be modeled based on Forchheimer’s 
law and the results of a preliminary “training” experiment. The application  
of the inverse problem methodology significantly increases the reliability of the 
modeled data. 
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A b s t r a c t

The analysis of advisability and profitability of using an air to water heat pump for the purpose 
of waste heat recovery from servers being used as cryptocurrency mining rigs, was performed.  
To carry out such an analysis, the cooling unit of the computing server was connected to the heat 
pump, and the entire system was adequately equipped with devices measuring parameters of the 
process. Performed experiments proves that the heat pump coefficient of performance (COP) reaches 
satisfactory values (i.e., an average of 4.21), what is the result of stable and high-temperature source 
of heat at the pump inlet (i.e., in the range of 29.9-34.1). Economic analysis shows a significant 
reduction in the cost of heating domestic hot water (by nearly 59-61%). The main conclusion which 
can be drawn from the paper, is that in a case of having a waste heat source in a form of a server 
or similar, it is advisable to consider the purchase of air-to-water heat pump for the purpose  
of domestic hot water heating.
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Introduction

Currently, heat pumps are usually associated with the heating of single-
family houses (Carroll et al. 2020, Martinopoulos et al. 2018), what is not 
surprising, considering both ecological (no harmful emissions given off locally 
in the process) and exploitation (almost maintenance-free, compared to other 
heat sources, and a small area of the boiler room) aspects (Lake et al. 2017, 
Ochsner 2012, Self et al. 2013). However, due to their high efficiency, as well 
as economical and ecological aspects, heat pumps are also increasingly used for 
other purposes, like e.g., supermarkets simultaneous heating and refrigeration 
(Salehi, Yari 2019) or assisting in distillation process (Yang et al. 2016). 
Schlosser et al. (2020) classifies 155 case studies of large-scale heat pumps  
to identify suitable characteristics that favour implementation. According to that 
review, utility water heating for cleaning purposes, process bath heating, drying, 
and thermal preservation processes, are identified as suitable processes that 
can be supplied with market-available heat pump technologies. Heat recovery, 
as stated above, is one of such applications, and quite big number of papers  
on the subject confirms that fact (Hu et al. 2017, Huang et al. 2017, Jouhara  
et al. 2018, Kosmadakis 2019, Singh et al. 2017, Xu et al. 2018). However, above 
cited papers on waste heat recovery technologies and applications focus mainly 
on big, particularly industrial use (Huang et al. 2017, Jouhara et al. 2018), 
like district heating (Hu et al. 2017, Xu et al. 2018), paper and pulp industry 
(Kosmadakis 2019) or dairy industry (Singh et al. 2017). Nevertheless, gradually 
falling prices of heat pumps, including low power ones, encourage attempts  
to use them also in non-standard and smaller-scale applications. For example, 
Adamkiewicz and Nikończuk (2019) analyse waste heat recovery from  
the air preparation room in a paint shop while Wang et al. (2017) propose kitchen 
exhaust air waste heat recovery.

Other example is using heat pumps for waste heat recovery from computing 
servers, which are being used in many applications, like e.g., calculations for 
scientific purposes (as a computing cluster), processing of large data packages, 
rendering graphic designs, working as a company server 24/7, and for 
cryptocurrency mining.

That is why the aim of this study is to check how the air-to-water heat pump 
will perform in the recovery of waste heat from server being used for the last 
of the above-listed purposes, i.e., as cryptocurrency excavator (mining rig), but 
it should be underlined that conclusions drawn from performed analysis are 
valid for each computing server, of course after considering its characteristics 
and parameters.

Literature review shows that however waste heat recovery for data centres 
and big computing servers is more and more popular on an industrial scale 
(Deymi-Dashtebayaz, Valipour-Namanlo 2019, Ebrahimi et al. 2014,  
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Oró et al. 2017), awareness of this topic and possibilities resulting from it for 
the individual user is small. That is why we aim to contribute to this knowledge 
gap and to show new opportunities in the field of waste heat recovery on a small 
scale, i.e., by an individual, not an industrial user. For individual user, often the 
economic aspect is the most important, that is why we supplemented the study 
on heating efficiency with economic analysis of an investment in low-power heat 
pump for the investigated purpose.

Material and methods

As the waste heat source, the computing server Bitman Antminer D3 
ver. 19.3 Gh with the cooling capacity of the server unit cooling system equal  
to 1.22 kW was used.

The analysis of the advisability of using a heat pump for waste heat recovery 
from server assumed that the heat is intended to be used for domestic hot water 
heating, because heating domestic hot water, unlike central heating systems, 
like computing servers, works all year round. That is why waste recovery was 
performed with the use of the heat pump intended for such purpose, i.e., 2 kW 
Basic 270 air-to-water heat pump, integrated with a 270-litre domestic hot water 
tank, produced by Galmet Sp. z o.o. This heat pump has total heating power 
(heat pump + 2 kW heater) equal to 4 kW and it allows to prepare domestic 
hot water for up to 4–5-person family (assuming the water consumption will 
amount to 50 l/person/day) with average power consumption equal to 0,49 kW 
and acoustic pressure at a distance of 2 meters equal to 46 dB.

The pump was installed according to the producer recommendations. Its air 
inlet was connected with the outlet of computing server cooling system using spiro 
pipe with the T-fitting allowing for compensating for the shortage of air for the 
heat pump resulting from the fact that the pump’s air requirement is 313 m3/h, 
while the excavator’s cooling system delivers about 200 m3/h. The second reason 
for using T-fitting is the fact that the heat input for heat pump should not and 
exceed 35°C, while the outlet temperature from the cooling system is about 40°C 
(value declared by the producer of the computing server, confirmed through 
measurement). Thanks to the use of a T-fitting, the temperature is reduced 
through mixing with cooler air from the room. It was confirmed experimentally 
that due to that mixing, the temperature supplied to the pump is within  
the operating temperature range specified by the manufacturer (i.e., it does 
not exceed 35°C). 

Above-described configuration was equipped with measuring devices, 
allowing to measure temperatures on both air inlet and outlet (DS18B20 
digital thermometers; ±0.5°C accuracy), as well as temperature and humidity 
inside the laboratory (DHT11 temperature and humidity sensor; resolution: 
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8-bit (±1% relative humidity), accuracy ±4 relative humidity (at 25°C)). Set up 
for the experiment and measurements is shown in Figure 1 while the scheme 
of the methodology used for the purpose of analysis presented in the article is 
shown in Figure 2.

Fig. 1. Experiment/measurement set up

Fig. 2. Schematic of the methodology used for the analysis

Results and discussion

Heating efficiency

Crucial parameter that allows to evaluate heating efficiency for broadly 
understood cooling and heating devices (e.g., refrigerators, air conditioners, 
and of course heat pumps), is so-called COP (i.e., coefficient of performance) 
(Hundy et al. 2016). COP is a ratio of useful heating or cooling provided  
to work (energy) required. To calculate heating efficiency, given as COP, 
we used measured air temperatures and velocities at the heat pump inlet/
outlet to calculate power that is drawn out of the heat pump as heat Q [kW],  
and the amount of electricity consumed by the pump compressor P [kW], 
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obtained with the use of a universal electricity meter. Using these two values, 
we obtain COP = 𝑄𝑄

𝑃𝑃 [−] 
. As it was mentioned above, the temperature of air 

obtained from server cooling thanks to the use of the T-fitting, was being 
decreased from about 40°C to the range of 29.9-34.1, i.e., proper temperature  
at the heat pump inlet. Based on that data, and on the assumption that domestic 
hot water is heated to the temperature of 50°C while its initial temperature 
(i.e., tap water temperature) is equal to 12°C, we performed an experiment  
of heating the tap water to the expected final temperature. The experiment was 
performed twice. All key input parameters in COP measurements are given  
in Table 1. Parameters of heat pump, as well as parameters of computing server, 
are given above, in “Material and methods” section.

Table 1 
Key input parameters in COP measurements

Ambient temperature/humidity 22.3°C/54%
Air temperature/humidity at the heat pump inlet 29.9-34.1°C/18.7%
Air velocity at the heat pump inlet 4.9 m·s-1

Air duct diameter 0.12 m
Initial/final temperature of heated water 12°C/50°C

The results are shown in Figure 3, where COP is shown in a function  
of water temperature. Average COP for the entire heating cycle was equal to 4.21 
which value in our opinion can be considered as satisfactory and in accordance 
with expected COP for air-to-water heat pump. 

Fig. 3. The process of domestic hot water temperature heating obtained in two experiments 
shown as COP in a function of heated water temperature
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Heating time obtained in both experiments was equal to 350 minutes, which 
is the result close to that given by the manufacturer of the pump (360 minutes).

Average energy consumption obtained in the heating cycle of 270 l of water 
was equal to 2.817 kWh, this result differs from the result obtained from  
the theoretical calculations (2.356 kWh), i.e., the difference is close to 20%.

Economic analysis

To determine the profitability of the investment, which is the purchase  
of the heat pump, the key factor is the electricity costs. The calculations adopted 
the average price for electricity from 2020, which was equal to 0.62 PLN/kWh 
(cena-pradu.pl).

The analysis below is based on a comparison of two cases – the first case  
is a situation when the heat pump is used conventionally – using atmospheric 
air; the second case is the use of waste heat. In the case of conventional use of 
heat pump, following assumptions were made:

–	the pump works only in periods when the air temperature outside  
the building is higher than 7°C;

–	when the air temperature drops below 7°C, the heating role is then taken 
over by an electric heater built into the tank with a rated power of 2 kW;

–	the analysis was carried out for Poland – average daily temperatures from 
the last four years were collected from the nationwide meteorological database 
(dane.imgw.pl). Based on that data, the average numbers of days of pump oper-
ation during the year in particular ranges were determined.

The results of the economic analysis are shown in Table 2 – it is clearly 
noticeable that the use of waste heat significantly improves the profitability  
of heat pump purchase. The annual electricity demand/cost drops by 59%-61.5%. 
Since annual savings are equal to about 1,000 PLN, while the cost of used heat 
pump is equal to about 7,500 PLN, an economic stimulus is easily noticeable 
for a potential heat pump buyer with a waste heat source in a form of a server 
or similar.

Table 2 
The comparison of electricity demand/cost of heat pump with and without using waste heat

Specification Electricity demand 
[kWh/year]

Electricity cost 
[PLN/year]

Heat pump using atmospheric air 2,644.21 1,639.41
Heat pump using waste heat 1,054.03 653.50
Difference 1,590.18 985.92
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Discussion and conclusions

Comparing the achieved results with those known from the literature on 
the subject, it should be stated that they are at least satisfactory. Obtained 
COP value, equal to 4.21, is close to 4.8 value obtained by Hu et al. (2017) in 
the process of industrial waste heat recovery and much higher than value of 
1.77 obtained by Xu et al. (2018) in the process of waste heat recovery in power 
plant. Kosmadakis (2019) shows that if COP value is higher than 2.5, waste 
heat recovery is starting to make economic sense (case study of typical large-
sized paper and pulp industry in Sweden). Considering small-scale applications, 
Adamkiewicz and Nikończuk (2019) in the simulation study of waste heat 
recovery from the air preparation room in a paint shop obtained COP in the 
range of 3-3.5. The above examples, as well as the economic analysis performed, 
prove that the proposed solution for waste heat recovery from computing server 
at small scale makes practical and economic sense.

Summarizing, following conclusions can be drawn based on the performed 
experiment and analysis:

–	 the use of untypical heat sources for heat pumps, especially considering 
the declining prices of heat pumps, is advisable in terms of both economy and 
ecology; 

–	 large and stable temperature difference between the heat source and tap 
water positively influences the value of the obtained COP – this difference results 
in the reduction of electricity consumption and so, quick return on investment 
in a heat pump (about 50% faster than in a case of using such pump in a con-
ventional way);

–	 average COP in daily intended use would be obviously better in case  
of lowering expected domestic hot water temperature, which is a factor that can 
be influenced by the user;

–	 the recovered heat can also be used for other purposes (e.g., space heating), 
but the assumption of the analysis was to choose the method of its utilisation 
according to the source, i.e., as the computing server is assumed to operate all 
year round, then heat should also be used year-round as well;

–	 an additional positive aspect is the utilization of cooled air (pump outlet)  
at the inlet of the server cooling system – in this configuration, the temperature 
of the computing server is reduced by about 5°C, which is beneficial for the 
server’s operation (Lall et al. 1997), and, thanks to the slower work of the fans, 
helps to reduce noise.
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A b s t r a c t

The paper describes the current state of research, where integration of Microsoft Excel and 
Python interpreter, gives the business user the right tool to solve chosen business process analysis 
problems like: forecasting, classification or clustering. The integration is done by using Visual Basic 
for Application (VBA), as well as XLWings Python’s library. Both mechanisms serve as an interfaces 
between MS Excel and Python to allow the data exchange between each other. Creating the suitable 
Graphical User Interface (GUI) in Microsoft Excel, gives the business user opportunity to select 
specific data analysis method available in Python’s environment and set its parameters, without 
Python’s programming. Running the method by Python’s interpreter can bring the results, which 
are hard or even impossible to obtain by using Microsoft Excel only. However, the data analysis 
methods stored in the Python’s script, which are available to the business user, as well as VBA 
source code, must be designed and implemented by the data scientist. Sample, basic integration 
between Microsoft Excel and Python’s interpreter is presented in the paper. To present value-added 
of the proposed software solution, simple case study according to time series forecasting problem 
is described, where forecasting errors of different methods available in the Microsoft Excel and 
Python are presented and discussed. The paper ends with conclusions according to the results  
of the current researches and suggested directions of further research.
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Introduction

There is no doubt that business activity of the enterprise – conducted by 
business processes execution – is strictly connected to decision making. Nowadays 
enterprises have to adjust to ever changing market’s condition. What is more, 
they must predict some phenomenon like consumer’s requirements and apply 
the solution, which bring competitive advantage to them.

Successful and effective management of the enterprise is hardly based on 
the data the enterprise has. The data is used to plan activity of the organization  
in the daily routine, as well as in the future. Despite of the size of the organization 
or type of business activity the organization conducts (production, services, 
banking, commerce), the enterprises always try to predict future events and 
plan their development by using various prediction technique (Winkowski 2019, 
Kurzak 2012).

The organizations can use whole palette of the prediction method. Some 
of them are simple enough that can be developed and implemented by using 
Microsoft Excel, which is very often used by business staff of the enterprise. 
What is worth to mention, despite of the fact the “Industry 4.0” conception comes 
into reality, analysis clearly show, that spreadsheets used for over 30 years, will 
be still in constant usage (Birch et al. 2018). 

Of course many drawbacks can be seen when trying to apply Microsoft Excel 
to “Big Data” directly. However, by using additional data science software, which 
pre-process and aggregate raw data from “Big Data” repository into smaller and 
more suitable form, will bring possibility to still use spreadsheet as a simple 
analysis tool for aggregated data and as a dashboard for publish analysis results. 
Another way is to force business staff to learn and use rather complicated software 
and libraries like “BigQuery”, “Redshift” or “PySpark”, which allow direct access 
to “Big Data”. However, is hard to imagine, the business user will interact with 
data by using programming-oriented source codes instead of familiar graphical 
user interface available in Microsoft Excel. It seems, that both worlds will have 
to integrate together and still co-exist.

The certain problem here is the fact, that sometimes – especially with 
“Industry 4.0” conception in mind – available data analysis method, which are 
available or can be implemented under spreadsheet environment are not as 
accurate as needed. This is mainly connected to the characteristics of the data 
source. In that case, enterprises can use more sophisticated analytical software 
e.g. Statistica with Automated Neural Networks mechanism or Online Analytical 
Processing (OLAP) available in Microsoft SQL Server or in Microsoft Dynamics. 
Those environments allow the organization to access to more complicated and 
suitable analysis method. The proposed solution however, has some drawbacks:

– the software license in many cases is expensive – especially when the 
license is commercial;
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–	dedicated software analytical solution has – in many cases – a lot of features 
and built-in tools, which are not necessary during normal business activity  
of small enterprises;

–	the complicated software solution must be deployed in the organization, 
what is cost- and time-consuming, what is more, there are sometimes conflicts 
with legacy systems;

–	business staff of the organization must be trained in order to be able  
to work with new software solution.

According to presented disadvantages it is worth to mention, that all of them 
generate expenses, so often deployment of “big” software supporting system 
is out of scope of small enterprises, which have to be cost-effective to have 
competitive advantage.

Potential solution according to data analysis and data visualization for 
small companies, can be found in “open-source” software projects, which can be 
successfully applied – under certain conditions – as an alternative to commercial 
software. One of the well-known environment, which can be used in the proposed 
area and which is “open-source” is Python. The main reason, the Python can be 
taken under consideration as an alternative to “paid” software, are connected 
to the fact, that proposed programming language is very popular nowadays 
(Januschowski et al. 2019). That popularity is connected mainly to the features 
of Python and its versatility (Saabith et al. 2019). Another factor, which can 
motivate the organization to choose Python, is huge repository of additional 
libraries, which extend its scope of use widely. Some of the extensions are 
dedicated to data analysis and visualization area, e.g. “Pandas”, “Statsmodels” 
or “scikit-learn”. Proposed libraries give the user access i.a. to different forecasting 
method or machine learning tools (Brownlee 2020). 

Of course making software solution in the area of data analysis and 
visualization in the form of Python’s script(s) needs knowledge and ability 
according to business analytics, as well as Python’s programming language. This 
is certainly, out of scope for typical business user of the enterprise. However, 
the data science labor’s market is steadily growing (Donati, Woolston 2017), 
so hiring data scientist, who works as a freelancer, should not be a problem to 
create integration mechanism and to develop appropriate data analysis method. 
So, here is the point, where the researches briefly described in the current paper 
were started.

To sum, it seems that good data analytical solution for business people can 
be developed in form of Python’s script(s), but those scripts have to be executable 
from “classical” tool, which is Microsoft Excel in the case. The possibility  
of performing integration between both proposed environments can be very 
attractive to business user and allows to perform sophisticated data analysis 
task with control mechanisms shared under traditional spreadsheet.
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Researches performed so far were focused on basic integration of Microsoft 
Excel with Python environment. The main idea here, is to allow the business 
user to: 

–	prepare source data set under spreadsheet environment;
–	perform initial transformation of the data by using traditional mechanism 

available under Microsoft Excel;
–	send chosen data to the data analysis Python’s script(s) by using developed 

graphical user interface (GUI) under spreadsheet;
–	retrieve results generated by the Python’s script(s) under Microsoft Excel 

and use them to support decision process.
In the current paper, the results of the researches and the developing process 

of integration mechanism between Microsoft Excel and Python interpreter are 
presented. To prove that kind of integration can be valuable to business user, 
the short and simple case study has been prepared. In the end of the paper, the 
pros and cons of current software solution are presented, as well as, further 
research are described.

Material and Methods

The purpose of the studies is to develop a solution for integrating the Microsoft 
Excel environment and Python interpreter and to verify the validity of its use 
especially to business user. An important feature of the solution is its accessibility, 
ease of use and the possibility for unskilled programming workers to use through 
integration the analytical methods available in the Python package, such as: 
ARIMA (AutoRegressive Integrated Moving Average model) or Deep Neural 
Networks. Development of integrating solution according to data scientist point 
of view is presented in the “Solution development” section of the paper. Applying 
of proposed solution by the business user is presented in the same section as well. 

An example of integration of both environments was presented by completing 
a case study that addresses the problem of time series prediction. In the presented 
case study a forecasting process based on data from two time series with different 
characteristics was conducted. The calculations for the selected, more traditional 
forecasting methods were performed in the Microsoft Excel, while the Python 
interpreter executed the ARIMA forecasting method by performing implemented 
script. After the forecasting results have been obtained, the forecast errors  
of the methods were calculated and a comparative analysis of the accuracy  
of used prediction methods was performed. 
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Data characteristics

The data used in the case study were shared by a small production company, 
which manufacturing the range of products for the horticultural industry.  
The data are related to the value of demand determined on the basis of the 
purchasers’ declarations and the unit costs incurred for the production of the 
selected product. Company name and details of the data provided were classified 
by the company. 

The data provided by the company was recorded at the end of each month 
for a period of 5 years. Thus, a total of 60 values were obtained, as shown in the 
charts and analyzed to determine the characteristics of the time series. In the 
case of the demand, which was firstly considered, an upward trend was observed 
and there was a clear seasonal fluctuation (Fig. 1). 

Fig. 1. Observed demand values 
Source: own study.

However, in the case of unit costs (Fig. 2) no periodic fluctuations were 
observed. The only characteristics according to this time series were random 
fluctuations and, as in the case of demand, upward trends. 

Fig. 2. Observed unit production costs values 
Source: own study.
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Selection of forecasting methods and metrics

The study uses the following methods of forecasting: naive, moving average, 
polynomial trend line, autoregression and ARIMA. The first four methods were 
implemented in a Microsoft Excel environment to illustrate, that some data 
forecasting methods can be developed by a business spreadsheet user itself. 
However, the ARIMA method was implemented by the business analyst by using 
the specific Python’s libraries and workflow described by the script. All of the 
indicated forecast methods were applied and input data related to demand and 
product’s unit costs were used in the prediction of time series. 

The purpose of the ongoing case study was to make a forward-looking forecast 
for the next 12 periods (one year). Due to the fact that the chosen methods  
of forecasting are well known and described in the literature, their description 
has been omitted and only the parameters selected for them are indicated  
in the paper. 

According to the naive method, it was assumed that the forecast value  
in the given period is equal to the value recorded in the time series by one period 
earlier (Shim et al. 2012, Hyndman, Athanasopoulos 2018). For example, the 
demand value from the first period is the forecast for the second period. In the 
moving average method, a lag equal to 6 periods was used, i.e. the arithmetic 
mean was calculated from the previous 6 parts of the time series (Hansun, 
Kristanda 2017). In a forecasting using a trend line, a polynomial 6-degree trend 
line was used. The auto-regression method uses a delay parameter of 6 periods 
(Pena-Sanchez, Ringwood 2017). For the ARIMA method, the optimal choice 
of method parameters, i.e. co-efficients p, d and q (Siami-Namini, Namin 2018) 
has been obtained by using a grid search (Raschka, Mirjalili 2019).

The indicated parameter values for each forecast method were selected 
after a series of initial calculations using different values of parameters and 
comparing the accuracy of the generated forecast. The delay in the moving 
average method was verified for values of 3 and 6 periods (months), the degree 
of the polynomial trend line was verified for values between 2 and 6, and the 
delay in the autoregressive model was verified for values of 3 and 6 months. 
In the ARIMA method, models were tested by using the following parameters 
during grid search: p – from 0 to 20, d – from 0 to 2, q – from 0 to 5.

The final values of the parameters for both time series have provided forecasts 
with the highest accuracy. The accuracy of the methods was measured by 
calculating forecast error values. Among commonly used forecasting accuracy 
measures are: the mean square error (MSE), root mean square error (RMSE), 
mean absolute error (MAE) or mean absolute percentage error (MAPE).  
All mentioned metrics have a common disadvantage – their values can range 
between zero and +infinity. Despite, MAPE is one of the most popular measures 
of the forecast accuracy, especially among industry practitioners. What is more, 
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it is scale-independent, easy to interpret and intuitive (Kim, Kim 2016). In the 
presented case MAPE calculated according to formula 1 (Chicco et al. 2021) 
was used:

	 MAPE = 1
𝑚𝑚∑|𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖

𝑃𝑃

𝑦𝑦𝑖𝑖
|

𝑚𝑚

𝑖𝑖=1
∙ 100 [%] 	 (1)

where: 
m – the number of periods available in the time series, 
yi – the actual value for period i, 
yi

P – the forecast value for period i. 

After determining the errors of each forecast method by using MAPE metric, 
a comparative analysis was performed and the most effective method was 
identified, in addition it was verified whether this method could be implemented 
directly by the business user in the Microsoft Excel environment, or whether  
it is necessary to integrate the spreadsheet with Python environment. 

The solution development

The preparation of the solution for environments integration, as part of the 
case study, was performed to provide the business user with easy and convenient 
access to more complex method of data analysis not available in the Microsoft 
Excel package. In this case this method was ARIMA that enables forecasting 
of time series data. The workflow of a data analyst in the process of preparing 
an environment integration solution included the following tasks:

–	review and analysis of input data and business problem;
–	selection of an advanced method of forecasting applicable in a Python 

environment but not available in the Microsoft Excel;
–	development of a Python script with source code responsible for the executing 

the selected forecasting method;
–	test and verification of the script operation;
–	creation of sheet template for the data in an Excel workbook;
–	development of a macro in VBA in the same Excel file;
–	adjusting of fragments of Python’s script and macro to ensure their correct 

cooperation.
The source code responsible for executing the ARIMA method (Swamynathan 

2019), on the indicated and temporarily saved data in CSV file, is stored in the 
Python’s script. The script also contains command from “XLWings” library 
(Ehrhardt et al. 2017). The library allows the developer to return the results 
of calculations to the Microsoft Excel environment. The detailed source code 
of the script is presented in the appendix of the current paper. The script itself 
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was developed under Anaconda environment with Visual Studio Code Editor. 
The Visual Studio Code Editor is an Integrated Development Environment 
(IDE) which supports the developer during implementation process of the script 
(Speight 2021).

The developed Python script, which realizes the ARIMA predication method 
is rather typical script, which consist of the following sections:

–	load data section, where “Pandas” (Nelli 2018) library is imported and 
data stored in the “Input_dataset.csv” temporary file are imported as a Python’s 
“DataFrame”;

–	split data section, where the data stored in “DataFrame” are split into train 
and test set; at the current version of the script the size of the train is equal  
to 80% of data, other 20% of data creates test dataset; in the future version  
of the solution it is planned, that business user itself will use appropriate 
Graphical User Interface (GUI) elements to select desired size of train and test 
datasets;

–	making ARIMA model section, here main part of the script is implemented; 
because the ARIMA method needs, that three parameters p, d and q must 
be set, the grid search has been implemented to help the business user find 
most suitable parameters; the using “for” loop gives possibility to test whole 
range of parameters to determine the best ARIMA model; “best” here means  
the model with lowest mean absolute percentage error (MAPE) calculated between 
prediction of the chosen model and real data stored in the test set; in the current 
version of the script the tested parameters are as following: p – from 0 to 20,  
d – from 0 to 2, q – from 0 to 5, so during execution of the script 378 models were 
generated and tested against test data to find the optimal set of coefficients;

–	generating final prediction results section, in the section the optimal ARIMA 
model found is used to generate prediction of the examined phenomenon and 
store the result in the chosen variable; generating the prediction is main goal 
of the business user;

–	exporting prediction results, current section used the “XLWings” library 
to pass the prediction results stored in the chosen variable to the new sheet  
of Microsoft Excel named “Forecast”, to give the business user ability to check 
best ARIMA model prediction; 

–	cleaning section, the last section of the Python’s script consists of Python’s 
command, which goal is to remove temporary file “Input_dataset.csv”.

The workbook designed in Microsoft Excel consist of a worksheet named 
“Data” which serves the business user to enter the input data for current issue. 
Moreover, the worksheet also includes a Graphical User Interface (GUI) element – 
a button (form control) that launches a developed VBA script enabling a business 
user to interact with prepared Python’s script. The Microsoft Excel software 
solution view is shown on the Figure 3.
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Fig. 3. Data saving in “Data” worksheet 
Source: own study.

The macro developed in the Visual Basic Editor (VBE) contains two sections:
–	the first one is used for saving the selected data in “Data” worksheet  

in temporary file named “Input_dataset.csv” as comma separated values (CSV); 
the business user selects the range of data cells by using specific dialog box 
(Fig. 3);

–	the second one is responsible for proper launch of the Python’s interpreter 
and selection of the script that should be run by the interpreter; in this part  
of the VBA code, access paths to the interpreter and the script that executes 
the ARIMA method are assigned to individual variables.

The source code of the VBA macro is available in the appendix of the paper.
Finally, the workflow of the business user according to developed Excel and 

Python integration solution is shown in Figure 4.
The workflow of a business user while using the developed solution is rather 

straight-forward and include the following activities:
–	open the Excel file with macro provided by business analyst;
–	import, copy and paste or enter the data into “Data” sheet;
–	run a macro using the button (the graphic element of the graphical user 

interface);
–	indicate the range of cells with data to be used by the Python script in the 

prediction process;
–	review and analysis of the results displayed in the “Forecast” sheet, when 

Python’s interpreter finishes script execution.
To sum, the developed Python’s script realizes the prediction, based on data 

selected in Microsoft Excel by using the best found ARIMA model and bring the 
results of the prediction process directly to business user in Microsoft Excel sheet 
by using proposed integration mechanism. All source code for an integration 
solution (VBA macro and Python script) are presented in the appendix.
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Results and discussion

The execution process of developed software support for business user is very 
simple and intuitive. Business user needs to:

–	put all developed files into one directory: the first file is Microsoft Excel’s 
file with embedded VBA macro, which serves as a data input tool, as well as 
interface, which integrates spreadsheet environment with Python; the other 
file(s) are Python’s script(s), which are developed as a chosen data analysis 
and/or visualization methods, which brings the final result of analysis back  
to Microsoft Excel, if all prepared methods are executed;

–	open Microsoft Excel file and put all input data, which describes the problem 
into one column of the prepared “Data” sheet as shown on the Figure 3;

–	set the parameters of the developed methods, if able, by using appropriate 
GUI elements and execute developed “Python” methods by using the button 
shown on the Figure 3;

–	wait until all data analysis methods are executed by the Python’s interpreter;
–	review the results of the analysis by examining output data sheet called 

“Forecast” in that case in the Microsoft Excel.
In the following section of the paper, the results of analysis of case study 

are presented and discussed. 
Forecast values for time series related to demand and unit production costs 

were determined with the use of selected methods and then their accuracy was 
assessed. The evaluation of a given method consisted of calculating the mean 
absolute percentage error (MAPE) and indicating the value of the standard 
deviation of error (SD). The data was divided into training set and test set. 
These sets consisted of 48 and 12 periods consecutively, regardless of the method 
chosen. The values of forecast errors for each of the sets and each analysed 
variable are presented in Table 1 and Table 2. Among the methods, only those 
were indicated, which business user can develop directly in the Microsoft Excel 
environment, ignoring the ARIMA method. The results of ARIMA method are 
presented later in this chapter.

Table 1
Demand and unit costs – training set [%]

Method
Demand Unit costs

MAPE SD MAPE SD
Naive 27.20 28.46 3.17 2.93
Moving average 29.80 24.52 3.72 2.59
Trend line 33.74 23.64 24.55 31.35
Autoregression 24.73 32.13 2.02 1.96

Source: own study.
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Table 2
Demand and unit costs – test set [%]

Method
Demand Unit costs

MAPE SD MAPE SD
Naive 30.63 27.23 2.68 2.15
Moving average 36.50 21.92 7.42 4.20
Trend line 110.06 76.06 196.10 50.02
Autoregression 23.15 19.50 1.84 0.94

Source: own study.

After analysing the results presented in tables 1 and 2, it was found, that 
the most accurate of the forecasting methods was the autoregressive method. 
According to demand and unit production costs, this method is characterized 
by the lowest values of forecast errors and standard deviation. The standard 
deviation value calculated for the demand training set is an exception –  
in this case it is the largest. Forecasts determined by the autoregression method 
for each of the time series are shown on the Figures 5 and Figures 6. Due to the 
delay of six periods used, the method is calculated from period 7th.

Fig. 5. Historical data and forecast of demand 
Source: own study.

The values of the forecasts generated by the autoregressive method were 
compared with the values returned as a result of running the script containing 
the ARIMA model. In this case, the forecast errors were calculated for the last 
12 periods of the time series, because this part of data was used as a test set 
of the ARIMA model.

The mean absolute percentage error for the value of demand in the case 
of the autoregressive method was 23.15%, while in the case of the ARIMA 
model 10.39%. Thanks to the application of the ARIMA method it is possible  
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to generate a forecast with nearly a half less error. In the case of the values of the 
unit production costs again the ARIMA model turned out to be more effective, 
the calculated MAPE was 1.30%, while in the autoregressive method its value 
was 1.84%. However, here the improvement in the effectiveness of the forecast 
as measured by the percentage error value is not so spectacular. The forecasts 
determined by the autoregression method and by the ARIMA model in the given 
period are shown in Figures 7 and 8 respectively.

Fig. 7. Comparison of autoregressive and ARIMA forecasting methods for demand 
Source: own study.

The analysis of the results carried out as part of the case study confirmed, 
that of all the prediction methods used, the ARIMA model provides the best 
results. However, the obtained average forecast error value equal to 10.39%  
is relatively high, which means that a business user should review other 
forecasting methods and try to select their parameters properly to achieve better 
accuracy.

Fig. 6. Historical data and forecast of unit production costs 
Source: own study.
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Summarizing the completed case study, the use of the integration mechanism 
of the Microsoft Excel and Python environments made it possible to obtain 
prognostic models more effective, than it is possible to achieve with the use 
of the Microsoft Excel alone. It is also important, that the many processes 
of data analysis methods developed in the form of Python’s scripts are available 
in Python’s repositories. The business user may applied selected data analysis 
workflows to any input data stored in a spreadsheet, which describe problem 
considered in the enterprise, by using proposed integration mechanism, without 
the need of knowledge the Python or VBA languages.

Conclusions

Researches performed so far, clearly show that building software integration 
between Microsoft Excel and Python is possible. The result of the integration 
allows the business user to prepare input data set and then execute sophisticated 
data analysis method described in Python’s script and see final result of the 
analysis, without Python’s programming knowledge and skills. What is more, 
building appropriate graphical user interface in Microsoft Excel can give the 
business user possibility to control developed Python’s scripts in easy way.  
The business user is able to select specific methods stored in the scripts or pass 
specific parameters of the chosen methods to change the way of execution. 
Moreover, developed integration mechanism can be offered to different business 
user as a business process analysis support tool using incorporated Python’s 
data analysis and visualization methods. 

 It is worth to mention, that implementation of proposed solution still needs 
Python’s developer, who will implement or adjust appropriate Python’s script 

Fig. 8. Comparison of autoregressive and ARIMA forecasting methods  
for unit production costs 

Source: own study.
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to solve selected business problem. What is more, the developer will have  
to develop GUI under Microsoft Excel to give the business user ability to control 
the scripts, as well as, program VBA macros to connect spreadsheet’s control 
elements to Python scripts and methods. So, the Python’s developer is essential to 
create working efficient software tool, but if the development process is finished, 
the software tool can be used by typical business user, who is able to use Microsoft 
Excel. Another issue the research team had to face was incompatibility between 
specific versions of Python’s libraries during integration mechanism development. 
For example, the problem still exists if developer uses newest “Pandas” and 
“XLWings” libraries. To resolve the problem, developer needs to downgrade 
problematic libraries to different version, what makes development process 
of integration solution harder to perform.

Further research according to presented integration mechanism will be 
oriented to implement different forecasting method e.g. by using neural networks, 
to improve forecasting results of product’s demand prediction. In this case, 
it will also be necessary to introduce additional measures to ensure a more 
efficient assessment of the accuracy of forecasts, for example the coefficient 
of determination (also known as R-squared or R2) or the symmetric mean 
absolute percentage error (SMAPE). Another field of interest is building GUI 
in Microsoft Excel to give business user all control elements needed to fully 
control implemented Python’s methods and their parameters. The more control 
mechanism the business user have, the developed Python’s scripts will be more 
versatile and adjusted to specific business problem the business user wants 
to solve. Of course, the integration mechanism can be performed to solve different 
type of data analysis problems like: classification task, clustering or regression 
problems by using methods which are unavailable or hard to implement under 
Microsoft Excel environment. Because the problem described in the current case 
study was practically oriented, further research can be based on benchmark 
dataset published by UC Irvine Machine Learning Repository or Kaggle 
to compare results of proposed solution with some other methods or results 
presented by other authors in the literature, to obtain optimal business process 
supporting tool and to show value-added of the proposed solution.

To conclude, research in that field are consider as important, because the final 
goal of the current researches is to create and describe the whole development 
process of the integration between both environments. Performing specific 
activities described in the proposed development process, should result in software 
sharing most important and accurate data analysis and visualization methods 
available in Python to Microsoft Excel business user.
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Appendix

VBA source code:
Sub startPython()

Dim Rng As Range
Dim WorkRng As Range
Dim xFile As Variant
Dim xFileString As String
Dim newFile As Workbook

Dim objShell As Object
Dim PythonExe, PythonScript As String

‘Data saving in csv
On Error Resume Next
xTitleId = “Data saving”
Set WorkRng = Application.Selection
Set WorkRng = Application.InputBox(“Select the range of data cells to use 
it in the ARIMA model:”, xTitleId, WorkRng.Address, Type:=8)

If Err.Number = 424 Then
    Exit Sub
End If

Workbooks.Add
Set newFile = ActiveWorkbook
WorkRng.Copy Application.ActiveSheet.Range(“A1”)

newFile.SaveAs “D:\...\” & “Input_dataset.csv”, xlCSV
newFile.Close

‘Running Python script
ActiveWorkbook.Save

Set objShell = VBA.CreateObject(“Wscript.Shell”)
PythonExe = “””C:\...\python.exe”””
PythonScript = “D:\...\arima_model_1.py”
objShell.Run PythonExe & PythonScript

End Sub
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Pyton’s source code: 
import pandas as pd

#data import
df = pd.read_csv(‘Input_dataset.csv’)

#train and test set
a = df.size
train_data=round(0.8*a)
test_data = a - train_data

train = df.iloc[:-test_data]
test = df.iloc[-test_data:]

#ARIMA parameters test 
import warnings
warnings.filterwarnings(“ignore”)
from statsmodels.tools.sm_exceptions import ConvergenceWarning
warnings.simplefilter(‘ignore’, ConvergenceWarning)

from statsmodels.tsa.arima.model import ARIMA
best_error=1;
best_p=0;
best_d=0;
best_q=0;
for q in range(0,6):
    for d in range(0,3):
        for p in range(0,21):
            try:
                model=ARIMA(train,order=(p,d,q), trend=’n’,  
enforce_invertibility=False, enforce_stationarity=False)
                model=model.fit()
                #prediction
                start=len(train)
                end=len(train)+len(test)-1
                forecast = model.predict(start=start,end=end)
        
                #scoring
                from sklearn.metrics import mean_absolute_percentage_error
                mape=mean_absolute_percentage_error(forecast,test)
                print(“Current model: “,p,”,”,d,”,”,q,” - error: “,mape)
                if (mape<best_error):
                    best_error=mape
                    best_p=p
                    best_d=d
                    best_q=q
            except:
                continue
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print(“Best ARIMA model p,d,q - error: “,best_p,”,”,best_d,”,”,best_q,” -  
“,best_error)

model2=ARIMA(train,order=(best_p,best_d,best_q),trend=’n’,enforce_inverti-
bility=False, enforce_stationarity=False)
model2=model2.fit()

#prediction
start=len(train)
end=len(train)+len(test)-1
forecast2 = model2.predict(start=start,end=end)
print(‘Best ARIMA model: (‘,best_p,’,’,best_d,’,’,best_q,’) 
- predictions:’)
print(forecast2)

#forecast export to Excel file 
import xlwings as xw
wb = xw.Book(‘SWD1.xlsm’)
ws2=wb.sheets.add(‘Forecast’)
ws2[‘A1’].value = forecast2

#delete temporary data file
import os
os.remove(‘Input_dataset.csv’)
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A b s t r a c t

The article presents the application of the bootstrap aggregation technique to create a set 
of artificial neural networks (multilayer perceptron). The task of the set of neural networks is to 
predict the number of defective products on the basis of values of manufacturing process parameters, 
and to determine how the manufacturing process parameters affect the prediction result. For this 
purpose, four methods of determining the significance of the manufacturing process parameters 
have been proposed. These methods are based on the analysis of connection weights between 
neurons and the examination of prediction error generated by neural networks. The proposed 
methods take into account the fact that not a single neural network is used, but the set of networks.  
The article presents the research methodology as well as the results obtained for real data that 
come from a glassworks company and concern a production process of glass packaging. As a result 
of the research, it was found that it is justified to use a set of neural networks to predict the number  
of defective products in the glass industry, and besides, the significance of the manufacturing process 
parameters in the glassworks company was established using the developed set of neural networks.
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Introduction

Nowadays, it is difficult to find an industry that does not use artificial neural 
networks (ANNs). ANNs are even used in agriculture, to assess the degree  
of maturity of apples, as described by Górski et al. (2008), to assess the wheat 
damage, as presented by Golka et al. (2020) or to determine the hardness  
of wheat kernels, as discussed by Hebda and Francik (2006). Neural modelling 
in the agriculture field was also used by Niedbała et al. (2015) to predict starch 
content in potatoes. The methods of using ANN also vary. Staying on the topic 
of the non-obvious application of ANN in agriculture, but also in mechanical 
engineering, Francik (2006) describes the use of the method of forecasting 
time series with the use of ANN to characterize agricultural machines. The use  
of ANNs in mechanical engineering has been discussed for many years; already 
Lefik (2005) described the applications of ANNs in mechanics and engineering, 
but it can certainly be said that this application is still showing an upward trend 
and we are witnessing incredible developments in the field of ANNs.

The use of ANNs is also an indispensable element of the Big Data phenomenon. 
Collecting an enormous amount of data, including those that may seem to be 
useless, in combination with machine learning allows us to detect dependencies 
that may affect an entire process under study, and which were previously not 
taken into account. This combination is particularly useful in production 
processes, e.g. for the assessment of production parameters and detection of the 
causes of undesirable phenomena. As assessed by Tadeusiewicz and Haduch 
(2015), ANNs are used, for example, for the examination of motor gasoline 
and constitute an excellent prognostic tool supporting the management of the 
production process. ANNs are also used in production quality control processes, 
as described by Rojek (2015). 

There are many types of ANNs and their applications, but one of the most 
popular types is the Multilayer Perceptron (MLP) network. This is confirmed 
by the scale of application of MLP-type neural networks in classification 
and regression, as discussed by Kurt et al. (2014). MLP networks are used 
where there is a large number of input and output data, it is necessary  
to define the relationship between them and when the problem is very complex.  
The MLP network consists of layers: input, hidden and output neurons and is a 
type of unidirectional network, i.e. a signal that flows from the input neurons 
through the hidden layer to the output neurons no longer returns to “earlier” 
neurons. Various learning algorithms are used to train MLP neural networks.  
One of the most popular is the error backpropagation algorithm.

One of the concepts that has emerged in machine learning is ensemble 
machine learning. This concept implies the use of more than one model  
(e.g. ANN) to derive a classification or regression result. An example of ensemble 
machine learning is bootstrap aggregation–otherwise also known as bagging. 
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This is an aggregation method that uses the same training algorithm on different 
subsets of data created using cases from the original training dataset. These 
subsets of data are called “bags of data”. According to the described method, from 
a training dataset of size n, m subsets of a dataset D (D1, D2, ..., Dm) of size n’,  
are created at random, using cases from the original dataset. Cases for subsets 
are selected randomly on the basis of replacement, which means that cases may 
repeat in one subset and this is not undesirable. The bagging method uses the 
n’ < n rule. It means that each of the subsets of D contains fewer cases than 
the original dataset. Then each of the subsets is used as a training dataset,  
in effect creating m models of the same type – each of them trained on a different 
set of data. The results of each model are then averaged, resulting in the final 
classification or regression result.

The study described in this article is not the first use of bagging with ANNs. 
Opitz and Maclin (1997) assessed the possibility of using bagging in this field, 
Zhibin et al. (2018) described possibility of using bagging method in ANN for 
prediction of thermal comfort in buildings. Also, already in 1996, Breiman (1996) 
confirmed that the described method of data aggregation solves the problem of 
the lack of stability of classifiers. However, above-mentioned studies are related 
to the classifiers topic while in this research the bagging method was used in the 
regression problem. Another novelty introduced by this article is the use of the 
described method on a real-world data set obtained from a glassworks production 
process while Opitz and Maclin (1997) conduct research on a publicly available 
data set, very often used in this type of research. In addition, mentioned authors 
used cross validation method, while in the studies described in this article, the 
dataset is sufficient to divide it into three subsets: train, validation and test, 
without using cross validation method.

Having access to an enormous number of parameters that can be input 
variables using ANNs, it is extremely important and difficult to determine the 
significance of each of them. The methods of carrying out significance analysis 
are described by Jasiński and Bochenek (2016), where the authors use ANN  
to forecast real estate prices. Examples of methods for determining the 
significance of parameters are: searching for the optimal set of parameters by 
building many models with a different set of explanatory variables or testing 
the sensitivity of the output variable to the input data. The result of carrying out 
such analyses is to remove those input parameters that have the least impact 
on the output variable. The results of tests carried out by the Rodziewicz and 
Perzyk (2016) who analysed the significance of the parameters of a continuous 
steel casting process, confirm the expediency of determining the significance 
of the input variables for the detection of defects in manufactured products.

This article presents the use of the previously described bagging (bootstrap 
aggregation) method and MLP-type ANNs to determine the significance  
of the manufacturing process parameters in a glassworks, which can be used  
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to determine the causes of defects in the glass products. The article is  
a continuation of previous research (Paśko 2020), which considers the possibility 
of using ANNs to determine the influence of production parameters on the 
number of defective products for a single ANN.

Description of the Case Study

The aim of the research was to predict the number of defective products 
based on the values of selected manufacturing process parameters. Additionally, 
an attempt was made to determine the impact of the analyzed manufacturing 
process parameters on the number of defective products. Thanks to the conducted 
experiment, it is also possible to assess the usefulness of the bootstrap aggregation 
technique combined with ANNs.

The problem of product defectiveness discussed in the article is one of the most 
important problems for manufacturing companies. Product quality assurance 
is a key element of the strategy of manufacturing companies, because these 
companies are forced to constantly meet the needs of customers by offering them 
the highest quality products. For this reason, research on the quality of products 
and the search for the causes of product defects are still up-to-date and needed.

The research was based on a case study of a glassworks that produces 
glass packaging. In the glassworks, several dozen types of defects in products 
have been defined, but only one type of defect was considered in this study.  
The analyzed defect consists in the presence of small size air bubbles located 
inside the glass, which are visible in the finished products.

The more complicated the manufacturing process, the more various types 
of product defects may appear. It is particularly visible on the example of the 
manufacturing process in a glassworks, which consists of the following stages: 
preparation of an appropriate mixture of raw materials, melting of the prepared 
mixture, molding of liquid glass, hot refining of products, annealing of products 
to reduce internal stresses, and cold refining to increase the aesthetic value of the 
product. The occurrence of abnormalities in any of these stages can deteriorate 
the quality of the finished products.

The manufacturing process in a glassworks requires the maintenance  
of appropriate parameters, such as:

–	temperature – determines the effectiveness of melting raw materials and 
the correctness of the annealing process of semi-finished products;

–	atmospheric conditions – maintaining appropriate conditions affects  
the cleanliness of the glass;

–	gas pressure – is responsible for the homogeneity of the glass mass.
It is necessary to establish appropriate values for the above parameters  

in order to avoid the production of defective products.
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The experiment discussed in this paper concerns the problem of regression.  
In this type of problem, the value of the explained variable is predicted based 
on the values of the explanatory variables (predictors). The research was 
carried out on the basis of a dataset from the glassworks. The dataset consists 
of 70 explanatory variables and one explained variable. The explanatory variables 
concerned selected parameters of the manufacturing process. Their values were 
recorded every second, but for this study the dataset was transformed with an 
interval of ten minutes. The parameters of the manufacturing process that were 
taken into account in the research concern:

–	the temperature of the glass measured in several places of the glass furnace 
(each measurement location was associated with a separate explanatory variable);

–	the temperature of the glass measured in several places of the forehearth, 
which distributes the glass to the production line (each measurement place was 
associated with a separate explanatory variable);

–	selected operating parameters of the glass furnace and the forehearth (e.g. 
the level of glass in the furnace, the speed of loading raw materials into the 
furnace, combustion air pressure in several dozen locations of the forehearth, and 
each operating parameter was associated with a separate explanatory variable);

–	selected cooling parameters of glass molds.
The explained variable is the number of defective products in which the 

analyzed defect was identified. Data on the number of defective products 
was recorded every ten minutes. This means that each data point contains 
information on how many defective products have been identified at the quality 
control station in the last ten minutes. The dataset included the values of the 
above-mentioned manufacturing process parameters recorded during 27 days 
of continuous production.

Table 1 presents the basic statistics on selected predictors and the dependent 
variable. The table reveals the clear differences between the variables. 
These differences are also confirmed by the graphs shown in Figures 1-2. 
Figure 1 presents time series plots of three selected explanatory variables 
and the dependent variable. These types of graphs are used to assess the 
basic characteristics of variables, such as long-term trends, regular periodic 
fluctuations, the level of values, and the homogeneity of variance. For many 
predictors, it has been noted that their values ​​fluctuate around more than one 
constant level, and the transition between levels occurs quickly. When observing 
the variance of the variables (differences in values ​​around the average level 
of the variable), it is noticed that the variance is not homogeneous. For some 
variables, their variance increases over time. Focusing on observing periodic 
fluctuations, it can be stated that in some cases the periodic fluctuations are 
clearly visible. The best example is temperature variable, which contains data 
about the air temperature measured in the production hall. Its periodicity  
is related to the daily fluctuations in air temperature. 
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Table 1 
Basic statistics of selected variables

Variable Min. Mean Median Max. Standard deviation
J2FFONTTPTCPV 1,271.3 1,300.2 1,299.9 1,321.2 8.9
J21BLCBPRPV 9.8 10.3 10.4 11.2 0.3
Pressure 987.9 1,015.7 1,016.7 1,028.1 7.7
No. of defects 1 36.7 30 255 28.4

Fig. 1. Time series plots for selected variables

In turn, Figure 2 contains histograms of selected variables. The histograms 
show that distributions of the variables are diversified. In the case of many 
variables, bimodal distributions can be noticed, in which two histogram bars 
are clearly higher than the others. This arrangement of the histogram bars 
shows that most of the observations are concentrated around two levels of values. 
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Among the analyzed variables, there are also those that their histogram is 
characterized by a clear left-skewed (negative skewness), as in the case of the 
Pressure variable. In turn, a small part of the variables has a right-skewed 
distribution (positive asymmetry). Such a distribution applies to the dependent 
variable (no. of defects). The conducted exploratory data analysis showed that 
the methods of data analysis used during the research should be insensitive 
to heterogeneity of variance and to the distributions of the variables, as well as 
should be able to map the levels of the variables and their seasonal fluctuations.

Research Methodology

The research was carried out according to the framework shown in Figure 3. 
MATLAB software was used to carry out all the activities in this experiment.  
The first stage was the exploratory data analysis. One of the explanatory variables 
was rejected at this stage because its values did not change over the period 
considered, so this variable could not affect the number of defective products 
in the analyzed period. Therefore, in the next stages, 69 explanatory variables 
were taken into account. Apart from the aforementioned rejection of one variable 
based on the time series graph, no other feature extraction techniques were used. 
This was because feature extraction techniques such as principal component 
analysis or independent component analysis transform the original variables 
into a set of new variables called components. A characteristic feature of the 
components is that they are artificial variables, the value of which is difficult  
to interpret in relation to the manufacturing process parameters. One of the goals 
of the conducted research was to establish the significance of the manufacturing 
process parameters, which would be difficult after the use of techniques that 
transform the original parameters.

Fig. 2. Histograms for selected variables
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The second stage was to divide the dataset into training, validation and test 
subsets. The number of observations in each variable was 3,866. 3,094 cases 
were randomly selected for the training subset, which constitutes about 80%  
of all cases from the dataset (a “case” is a vector composed of the observations  
of all explanatory variables and the explained variable registered at a given 
time  t). The validation subset consisted of 386 randomly selected cases 
(approx. 10%). The remaining cases (386) were included in the test subset.

The third stage was to optimize the ANN hyperparameters. The aim of this 
stage was to determine the optimal values of the three MLP neural network 
hyperparameters: the number of neurons in the hidden layer, the activation 
function of hidden neurons, and regularization term strength (denoted as lambda). 
Table 2 shows the values of the hyperparameters that were taken into account 
during the optimization. 50 network sizes (the number of hidden neurons), 
4 activation functions, and 51 lambda values were analyzed. Consequently, 
10,200 ANNs were created. Such approach that involves generating all possible 
combinations of the analyzed hyperparameters would be computationally 
inefficient in the case of Big Data. However, the analyzed data does not have 
three basic features ascribed to Big Data, called 3V: 

–	Volume ― a huge amount of data; 
–	Variety ― various data formats and different degrees of data structuring; 
–	Velocity ― high speed of generating new observations that need to be take 

into account during the analysis and the need to generate analysis results as 
soon as possible.

Table 2
Hyperparameter values taken into account during optimization

Hyperparameter Considered values

Number of hidden neurons 2, 4, 6, …, 100

Activation function of hidden neurons, f Rectified linear unit function (ReLU), which performs 
the following operation on each input element x:

𝑓𝑓(𝑥𝑥) = {𝑥𝑥, 𝑥𝑥 ≥ 0
0, 𝑥𝑥 < 0 

Hyperbolic tangent function (tanh):

𝑓𝑓(𝑥𝑥) = tanh⁡(𝑥𝑥) 
Sigmoid function:

𝑓𝑓(𝑥𝑥) = 1
1 + 𝑒𝑒−𝑥𝑥 

Identity function:
𝑓𝑓(𝑥𝑥) = 𝑥𝑥 

Regularization term strength (lambda) 0.05 · 10-4, 1.0 · 10-4, …, 2.5 · 10-3 
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Due to the fact that the analyzed data does not have the features of Big 
Data, it was decided to use the approach described below to optimize the hyper- 
parameters.

Each of the created ANNs was trained with a different combination of hyper-
parameters. The learning algorithm called Limited-memory Broyden-Fletcher-
Goldfarb-Shanno (LBFGS) was used to train the ANNs. The training subset 
was used to train the ANNs. The validation subset was used to control the 
end of ANN training. The ANN training process ended when the mean square 
error (MSE) calculated on the validation subset increased in ten consecutive 
iterations of the training algorithm. The MSE value is calculated according  
to the following formula:

	 MSE = 1
𝑛𝑛∑(𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖̂𝑖)2

𝑛𝑛

𝑖𝑖=1
 	 (1)

where: 
yi	– the observed value of the explained variable, 
ŷi	– the predicted value of the explained variable, 
n	 – the number of cases in the dataset.

The role of the objective function was played by the root mean square error 
(RMSE = √MSE) 

 
 calculated on the test subset. Thanks to the use of RMSE, 

the error the ANNs is expressed in the same units as the original explained 
variable. The learning process of all ANNs was repeated ten times, each time 
assuming different initial values of the weights of connections between neurons. 
After ten iterations, the mean RMSE was calculated for each combination  
of the hyperparameters considered. Figure 4 shows three plots of averaged RMSE 
measure. The plots show that the RMSE value is most influenced by the number 
of hidden neurons – the more neurons, the smaller the RMSE (although over 
50 neurons, the RMSE does not decrease significantly). There are also clear 
differences in the activation function. Relatively low RMSE values occur for the 
ReLU and sigmoid functions, while for the hyperbolic tangent the RMSE values 
are the highest. The lambda parameter has the least influence on the RMSE. 
For all tested values of the lambda parameter, the RMSE values calculated  
on the test subset do not differ significantly from each other.

Finally, the set of hyperparameters for which the average RMSE calculated on 
the test subset had the smallest value was selected. As a result of optimization, 
the following set of hyperparameters was established: 80 hidden neurons, ReLU 
activation function, lambda value of 1.1 ∙ 10–3. Such values of hyperparameters 
were adopted in the subsequent stages of the experiment.

The fourth stage of the research is the preparation of bags that are subsets 
of the original dataset. It was assumed that the number of bags m = 20, and 
the number of cases in each bag n' = 3400. Cases for each bag were drawn from 
among the cases included in the training and validation subsets. Those cases 
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Fig. 4. Plots showing the influence of activation functions, number of hidden neurons, and 
lambda on RMSE obtained during optimization of hyperparameters: a – influence of lambda 
and activation function on RMSE (ANNs with 80 hidden neurons), b – influence of activation 

function and number of hidden neurons on RMSE (ANNs with lambda = 0.0011), c – influence 
of lambda and number of hidden neurons on RMSE (ANNs with ReLU activation function)
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that were not selected for a given bag were placed in a set called out-of-bag.  
The cases included in the test subset were not used when creating bags.

In the fifth stage, a set of ANNs was created. The set consisted of m = 20 
ANNs. All ANNs were developed using the hyperparameters established in the 
third stage. Each ANN was trained on one of the bags created. The out-of-bag 
set, which was created from cases not included in the given bag, was used for 
validation. When the MSE value calculated for cases from the out-of-bag set 
increased in ten learning iterations, the ANN training process was completed.  
This situation can be seen in Figure 5. The graph shows the MSE values 
determined during the training of one of twenty ANNs. The lowest MSE value 
for the validation subset was achieved in iteration no. 109. From iteration no. 110, 
the MSE value was slightly higher than the lowest value. This caused the learning 
process to end in iteration 119.

Fig. 5. MSE values calculated during training of one of the ANNs

The sixth stage is the prediction of the number of defective products using 
the twenty ANNs created. This stage can be called the aggregation phase  
in which the prediction results of each single ANN are aggregated by computing 
the arithmetic mean. The determined average number of defective products based 
on the results of twenty ANNs is treated as the final result of prediction by the 
set of ANNs. Prediction of the number of defective products was performed mainly 
for cases from the test subset. Based on the prediction results, the RMSE was 
calculated for each ANN separately and for the set of ANNs. For comparison, 
the RMSE on the training and validation subsets was also calculated.

In the last, seventh stage of the research, the significance of ANNs input 
variables, which are manufacturing process parameters, was examined.  
Two approaches were used to determine the significance of the input variables:

–	Stage 7.1: examination of connections weights between input neurons and 
hidden neurons,

–	Stage 7.2: reduction approach.
In step 7.1 it was assumed that for a given neural network v the significance 

of its input variable Xi is equal to the sum of the absolute values of connections 
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weights wIi→Hj from the input neuron Ii which represents the variable Xi to each 
of the K hidden neurons (designation H) in this ANN:

	 ANN𝑣𝑣𝑠𝑠𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖 =∑|𝑤𝑤𝐼𝐼𝐼𝐼→𝐻𝐻𝐻𝐻|
𝐾𝐾

𝑗𝑗=1
 	 (2)

Having determined the significance of all input variables for each of twenty 
ANNs in the above manner, then three methods of calculating the significance 
of input variables were used, taking into account the entire set of ANNs:

–	Method I: Significance of the variable Xi expressed as the sum of the 
significance of this variable for each of the ANNs:

	 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖I =∑ANN𝑣𝑣𝑠𝑠𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖
𝑚𝑚

𝑣𝑣=1
 	 (3)

–	Method II: Significance of the variable Xi expressed as the arithmetic 
mean of the significance of this variable for each of the ANNs:

	 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖II =
1
𝑚𝑚∑ANN𝑣𝑣𝑠𝑠𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖

𝑚𝑚

𝑣𝑣=1
 	 (4)

–	Method III: Significance of the variable Xi expressed as the median 
significance of this variable for each of the ANNs:

	 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖III = median
𝑣𝑣∈{1,…,𝑚𝑚}

(ANN𝑣𝑣𝑠𝑠𝑖𝑖𝑖𝑖𝑋𝑋𝑖𝑖) 	 (5)

In turn, in step 7.2 a reduction approach was applied, thanks to which  
it was possible to use the fourth method of calculating the significance of input 
variables:

	 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖IV =
RMSE𝑋𝑋𝑖𝑖
RMSE  	 (6)

The given set of ANNs, which is used to determine the significance of the 
variable 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖

IV  is trained on a subset of data that is devoid of the variable Xi. 
After generating the set of ANNs, the  RMSEXi error for that set is determined. 
Finally, the significance of the variable Xi is treated as the quotient of the 
prediction error of the ANNs trained on the dataset devoid of the variable Xi 
and the prediction error of the ANNs trained on the dataset containing all input 
variables. The rejection of the input variable usually results in the deterioration  
of the predictive ability of the model (the RMSE error value increases). Therefore, 
it is assumed that the greater the RMSEXi, the more significant the variable Xi is. 
It is also possible that removing a given variable Xi from the training set will 
improve the predictive ability of the model. Then the measure 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖

IV  takes values 
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smaller than 1, and the variable Xi is treated as insignificant for the model. 
The reduction approach required the creation of N sets of ANNs, where N is the 
number of input variables. Each of the N sets was trained on a subset of data 
generated using the bagging technique.

Results and Discussion

The plot in Figure 6 shows the RMSE values taking into account the prediction 
results of each of the twenty ANNs generated in the fifth stage. The RMSE 
was computed for the training, validation, and test subsets. In the case of most 
ANNs, the following relationship can be seen: the RMSE for the training subset 
has the lowest value (ranging from approx. 16.6 to 20.4), while the RMSE for 
the validation subset has the highest value (from approx. 18.6 to 21.5). Between 
these values ​​is the RMSE calculated on the test subset (from about 18.2 to 20.5). 
In turn, the RMSE value calculated from the prediction results of the entire 
set of ANNs is 18.31 for the test subset. This result can be compared with the 
naive method of predicting the number of defective products. The naive method 
may consist, first of all, in determining the arithmetic mean of the number 
of defective products, taking into account all cases included in the training 
subset (36.74). Next, the computed score can be taken as the prediction score 
for each case in the test set. Prediction using the naive method has the RMSE 
error of 27.84. This value is much higher than the RMSE determined for the set 
of ANNs, which proves that prediction using developed ANNs is more effective.

Fig. 6. RMSE values for each ANN belonging to the set of ANNs
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Looking at the plot in Figure 7, it can be also concluded about the good quality 
of prediction using the set of ANNs. This plot shows the actual number of defective  
products for each case in the test subset along with the predicted number  
of defective products using the set of ANNs. The plot is in the form of a time 
series, but it should be noted that the time distances between adjacent cases may 
be different due to the fact that cases were assigned to the test subset randomly. 

Fig. 7. Prediction results of the number of defective products compared  
to the actual number of defective products in the test subset

By comparing the actual number of defective products with the prediction results, 
it can be seen that for some cases there are large discrepancies (e.g. case no. 132: 
the actual value is 185 and the predicted value is 80.28). However, these single, 
large differences between the prediction result and the real value do not indicate 
a bad quality of prediction. The biggest differences are observed for the so-called 
outliers. The value of outliers is difficult to predict by any method. Moreover, 
predicting values ​​for outliers is not the aim of this study. The purpose of the 
research was to create a model capable of capturing the most important properties 
of the explained variable for the analyzed period. The discussed plot shows that 
the set of ANNs is able to map the most important features of the explained 
variable in an appropriate way. In the left part of the plot (up to about 170 cases) 
it can be seen that the average number of defective products is less than the 
number of defects in the right part of the plot (above case no. 170). Similar 
dependencies can be observed for the predicted number of defective products. 
The set of ANNs is able to map not only the changing levels of the explained 
variable, but also correctly represent its variability understood as differences 
between the values ​​in a given interval. For example, the variability in the 
number of defective products from 50 to 100 cases is less than the variability 
between 300 and 350 cases. This phenomenon can also be seen for prediction 
results generated by the set of ANNs.
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Since it was found that the created set of ANNs can correctly map the 
most important phenomena occurring in the analyzed data, an attempt can be 
made to use the set of ANNs to determine the significance of the predictors.  
The significance of a given predictor is understood as the influence of this 
predictor on the prediction results, which is determined by the set of ANNs. 
The partial results of the predictor significance analysis are shown in Figure 8. 
This figure contains four column graphs corresponding to the four measures  
of significance described by Formulas 3, 4, 5, and 6. Each graph includes 10 
most significant predictors of all 69 predictors analyzed.

Fig. 8. Predictor significance rankings (included only 10 predictors  
with the highest value of a given measure of significance)

In the case of measures 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖
I  , 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖

II   and 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖
III  it can be seen a high similarity 

of the three significance rankings created. The top ten most important predictors 
are the same. Moreover, in the rankings created for the measures 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖

I   and 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖
II  ,  

the predictors with the highest significance occupy the same positions. In the 
case of the ranking for 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖

III , the order of the variables is slightly different.
The first place in the three above-mentioned rankings is taken by the variable 

AIFH1BINTPRAIPV. The advantage of this variable over the other predictors 
is relatively large. This variable records the pressure values in one of zones 
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of the forehearth that supplies liquid glass to the production line. The time 
course of the AIFH1BINTPRAIPV variable over the entire period under study 
is shown in Figure 9. The course of this variable is compared with the time se-
ries presenting the number of defective products. Comparing the course of both 
time series, it can be seen that the variability of these time series is similar.  
In the periods when the value of AIFH1BINTPRAIPV remains approxima- 
tely constant, the explained variable also shows relatively little variability  
(an example may be the period between cases no. 1500 and 1900). On the other  
hand, in periods of high variability of AIFH1BINTPRAIPV, the number  
of defective products also fluctuates relatively strongly, which can be seen,  
for example, in the period from case no. 2000 to the last case. This observation 
may explain why the AIFH1BINTPRAIPV is the most significant variable for 
the set of ANNs.

Fig. 9. Time series plots of the number of defective products  
and the predictor ranked highest in the three rankings 

The differences in significance measures between the next variables in the 
rankings are much smaller. The following places are occupied by variables, 
which record: glass temperature in one of the forehearth zones, power of electric 
reheating, glass temperature in the lower part of the glass furnace, the degree 
of opening of valves that control cooling of some forehearth zones, humidity, 
and atmospheric pressure.

In the analysis of predictors significance in the stage 7.1, the values of bias 
of hidden neurons and weights of connections between hidden neurons and 
output neuron were also taken into account. However, the results obtained  
in that manner were similar to the results presented above.

The ranking for the measure 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖
IV  looks slightly different. The differences 

between the obtained values are small and fall within the range from 0.98 to 1.02. 
Such small differences make it hard to draw unambiguous conclusions about 
the significance of the analyzed predictors. 13 out of 69 predictors have a value 
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of 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖
IV  less than 1. As mentioned in the previous section, this value suggests 

that removing a given predictor from the training subset could improve the 
quality of the prediction. However, no such analyzes were carried out in the 
conducted experiment.

Looking at the top ten of the ranking for the significance measure 𝑆𝑆𝑆𝑆𝑆𝑆𝑋𝑋𝑖𝑖
IV , 

it can be seen that some variables also appear in the top ten of the remaining 
three rankings. Apart from these variables, the discussed ranking includes 
the following predictors: the degree of opening of valves that regulate the gas 
supply, the glass temperature in the upper part of one of the forehearth zones, 
and the speed of loading the raw materials into the furnace. The variable 
AIFH1BINTPRAIPV, which is the most significant in the other three rankings, 
occupies fourth place here.

It turns out that in the reduction approach the most important variable  
is Z3KW, which registers the power of electric reheating. This variable was also 
in the top positions in the three other rankings. Figure 10 shows the values  
of the variable Z3KW along with the number of defective products. Looking  
at the values of the Z3KW over time, one can notice clear, sudden changes in 
the levels of this variable. Comparing this with the time series of the explained 
variable, it can be seen that some changes in the levels of Z3KW are associated 
with relatively large increases or decreases in the number of defective products 
(for example, an increase in the value of Z3KW to the maximum level that begins 
in the case no. 1907 coexists with a sudden increase in the number of defects). 
Moreover, the minimum Z3KW value in the case no. 1339 coincides with the 
maximum number of defective products (255). These observations may explain 
why this predictor is important to the set of ANNs.

Of course, it is difficult to formulate an unequivocal conclusion that low  
or high values of a given predictor contribute to low or high values of the 
explained variable. The complexity of the glass packaging production process 

Fig. 10. Time series plots of the number of defective products  
and the predictor ranked highest in the fourth ranking
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and the multitude of variables affecting the final quality of products make  
it difficult to formulate simple and unambiguous conclusions. However, the methods  
of predictor significance computation presented in this paper help to estimate 
which explanatory variables have the greatest impact on the results of prediction 
carried out using the set of ANNs and the bootstrap aggregation technique.

The presented research methodology has some limitations. The approach 
discussed in the paper takes into account only one type of products’ defect.  
The applied techniques are aimed at predicting one type of defect, and the 
measures of significance of the predictors concern the influence of the predictors 
on the number of products with only a given type of defect. It should be borne  
in mind that glass products are characterized by the possibility of many types  
of defects, which are related to, among others, wrong shape of products, inadequate 
quality of a product’s surface, or the occurrence of undesirable inclusions in the 
glass. In order to take into account more than one type of defect, the presented 
approach would have to be modified. There are also limitations to the applied 
method of ANNs hyperparameters optimization. For the considered dataset,  
the applied optimization method allowed for the selection of hyperparameters  
in a satisfactory time. However, in the case of a larger amount of data (in particular 
Big Data), the applied optimization method may be too time-consuming and 
computationally inefficient. In such a situation, other methods of selecting ANNs 
hyperparameters should be used, which were proposed by e.g. Ren et al. (2021) 
and Elsken et al. (2019).

Conclusions

The research described in this article were aimed at determining the 
significance of the manufacturing process parameters of the glass products 
in relation to the quality of these products, as well as the prediction of the 
number of defective products based on the values of the manufacturing process 
parameters. The fulfilment of the assumed goals was achieved with the use  
of the MLP-type ANNs. Moreover, the bagging (bootstrap aggregation) technique 
was used to create the ANNs. The research framework included seven stages: 
data acquisition, data preparation, optimization, bootstrap phase, modelling 
phase, aggregation phase, examination of predictors’ significance. This article 
describes a data analysis model capable of predicting the number of defective 
products for real data obtained from a glassworks, and presents four ways  
of determining the significance of predictors. MATLAB software was used  
to carry out the experiment.

Despite the very high complexity of the production process and the enormous 
amount of data, the assumed goals were fulfilled. The validity of the use of the 
bagging technique with ANNs in predicting the number of defective products and 
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determining the significance of production parameters was confirmed. During 
the research, the development potential of the experiment was also identified.  
In subsequent iterations, it is planned to determine the optimal number of neural 
networks placed in the set of ANNs (20 ANNs were adopted in the described 
research) and to determine the optimal number of cases to be placed in one bag 
of data when using the bootstrap aggregation technique (a number of 3,400 cases 
was assumed) – the values were assumed intuitively; however, with appropriate 
optimization, it may be possible to obtain better prediction results. It is also 
planned to use other types of ANNs, e.g. networks with more than one hidden 
layer, which can model more complex relationships between predictors and the 
dependent variable. Continuing the research, other regression models can be 
applied, such as regression trees, random forests or support vector regression. 
Thanks to this, it will be possible to compare the predictive ability of these 
models in the task of predicting the number of defective products.
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A b s t r a c t

This paper describes a methodology for modifying a tooth for the ability to transmit torque 
in one direction only. It presents two methods (analytical and numerical) of tooth mass reduction 
while maintaining functional features of the whole transmission. The results of the above mentioned 
methodology are presented on the example of a mass-produced transmission.

Introduction

A significant percentage of devices incorporating gears are based on the 
principle of torque transmission in one direction only. Consequently, the gears 
in them use only one side of the tooth for direct torque transmission. This situation 
raises the important question of whether, and to what extent, the teeth of such 
gears can be modified in terms of the removal of unnecessary material, finishing 
treatments such as grinding, and heat treatments on the side of the tooth that  
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does not directly transmit torque. The paper mainly focuses on the first aspect  
of modification i.e. weight reduction, being the most measurable criterion in terms 
of numerical analysis. 

After conducting a literature analysis of classic items (Dziama et al. 1995, 
Homik, Połowniak 2012, Kurmaz, Kurmaz 2016, Mazanek 2012, Ochęduszko 
1985), where the authors describe the modification of typical tooth geometries 
based on involutes and epicycloids as well as modern items (Kollek et al. 
2015, Osiński et al. 2018, Osiński 2017) where the authors experiment with 
new contours, e.g. with polvolwent (Osiński 2017). It can be concluded that the 
subject matter discussed in the article is still valid and should be the subject 
of further research. It is worth to mention that the literature analysis did not 
come across any items that directly refer to the modification of the tooth geometry 
made of polymeric materials.

Research object

In this paper, a polymer transmission of Zelmer Diana 886.8 MP mincer 
(Fig. 1) was used for analysis (Zelmer. 2021). Using reverse engineering (Dziubek 
2018, Kiński, Sobieski 2020, Ratajczyk 2005, Shah et al. 2019, Sun et al. 
2019), the last gear speed was scanned from the output torque side – see Figure 1. 
Then, detailed measurements of the geometry of the scanned teeth were made, 
and on this basis the parameters of the mating pairs of gears were estimated. 
Some simplification was also made by replacing the angled teeth with straight 
teeth. DuPont™ company (Dupont. 2021), the supplier of polymers for Zelmer 
company, provided information about the material of which the above mentioned 
transmission is made. All information is summarized in Tables 1 and 2. 

Table 1
Transmission parameters
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Unit mm – mm mm deg mm mm mm Nm mm – –
Pinion 2 9 20 18

20 0.5 0.08 0.3 3.575 48 1 0
Gear 2 39 18 78

Source: based on Zelmer (2021).
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Table 2
Material data for pairs of gears 

Name Young’s 
modulus

Poisson 
number

Yield 
strength

Hardness  H 
358/30 Density

Unit MPa – MPa MPa g/cm3

Derlin 500P NC010 300 0.37 70.5 192 1.42
Standard ISO 179 ISO 527 ISO 527-2 ISO 2039-1 ISO 1183

Source: based on Dupont (2021).

Fig. 1. Transmission from ZELMER Diana 886.8 MP mincer Transmission kinematic system 
Source: based on Zelmer (2021).

According to the kinematic diagram (Fig. 1) and the data from Tables 1 and 2 
using the relationships (1) and (2) (Dziama et al. 1995, Ochęduszko 1985), stress 
values at the tooth base and contact stresses (Hertz formula) were estimated: 

	 𝜎𝜎𝑔𝑔 ≥ 6 𝐹𝐹 ℎ
𝑏𝑏 𝑠𝑠2  	 (1)

	 pmax. ≥ √
2

(1
E + 1

E) 𝜋𝜋(1 − 𝜈𝜈2) sin(𝛼𝛼) cos (𝛼𝛼)
√𝐹𝐹calc

𝑏𝑏 𝑑𝑑1
(1 + 1

𝑢𝑢) 	 (2)
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where:
σg	 –	allowable bending stresses, 
F	 –	circumferential force from bending torque,
h	 –	tooth height,
s	 –	tooth thickness at the base, estimated on the basis of the numerical 

model (Fig. 3),
pmax.	–	allowable stress under pressure,
E	 –	Young’s modulus of Derlin 500P NC010,
ν	 –	Poisson’s ratio for Derlin 500P NC010,
	 –	pressure angle,
Fcalc	 –	resultant of circumferential force equal to F cos (),
u	 –	gear ratio in the analysed part of the transmission.

The obtained values of stresses at the tooth base and at contact surfaces 
give safety factors of 2.1 and 3.9 respectively, which permits to assume that the 
analysed geometry of the transmission has been selected correctly. 

Tooth model

The numerical model of the transmission’s teeth was developed based on the 
chiseling method (Chernets 2019, Połowniak et al. 2020, Twardoch 2014). 
See Figure 2 for a description of the individual diameters and curves 3 and 4. 

The graphic interpretation of the above-mentioned one is described in more 
detail in Dziama et al. (1995, p. 26-30, 43-48) and Ochęduszko (1985, p. 61-63).

Ordinary involute equation – tooth side:

	 𝑥𝑥𝑏𝑏 = 𝑟𝑟𝑏𝑏(sin𝜙𝜙 − 𝜑̂𝜑 cos 𝜙𝜙) 	

	 𝑦𝑦𝑏𝑏 = 𝑟𝑟𝑏𝑏(cos 𝜙𝜙 + 𝜑̂𝜑 sin𝜙𝜙)  	
(3)

Epicycloid equations – transition curve at tooth base:

	 𝑥𝑥𝑝𝑝 = 𝑎𝑎 sin(𝜙𝜙) − 𝑟𝑟𝑎𝑎2sin ((1 + 𝑟𝑟1
𝑟𝑟2

) 𝜙𝜙) 	

	
𝑦𝑦𝑝𝑝 = 𝑎𝑎 cos(𝜙𝜙) − 𝑟𝑟𝑎𝑎2cos ((1 + 𝑟𝑟1

𝑟𝑟2
) 𝜙𝜙) 

	 (4)

where:
xb, yb	–	coordinates of the points of the involute describing the side of the 

tooth,
xp, yp	–	coordinates of the epicycloid points describing the transition curve 

at the base,
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ϕ	 –	angle of deflection of radial coordinate,
ϕ̂	 –	arc measure of the angle of deflection of the radial coordinate,
rb	 –	basic radius,
a	 –	axial distance of mating gears,
ra1,2	 –	radii of tooth heads,
r1,2	 –	pitch radii of gears.

Fig. 2. Numerical model of curves describing transmission teeth geometry:  
A – point connecting the base transition curve 4 with the curve describing the side  

of the tooth of the gear 3, B – point connecting the base transition curve 4  
with the curve describing the side of the tooth of the pinion 3

An important factor in building a numerical model of a pinion tooth that 
will subsequently be subjected to loading is to correctly determine the pressure 
number and the areas in which the tooth is in single or double contact with the 
mating wheel. This allows to determine the tooth position that is least favourable 
in terms of the load to be transferred. Figure 3 shows two typical worst-case 
tooth positions. The first area is the variant in which the tooth is loaded with 
1/2 of the peripheral force but on the longest arm (h1), while the second area 
is the variant in which the tooth is loaded with the total peripheral force but 
on the shorter arm (h2). Depending on the gear parameters, one of the above 
variants will result in higher stresses at the base of the tooth. Due to the 
large number of variables in a gear, the correct process of estimating the above 
mentioned areas must be done individually for each gear under consideration. 
Such an analysis can be carried out by means of modern CAD programs that 
allow kinetic simulations of gear mating (Krol, Sokolov 2021, Petr, Dynybyl 
2014) and software dedicated to such tasks as KISSsoft (KISSsoft. 2021), KIMoS 
(KLINGELNBERG. 2021).
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The pressure number for the case under consideration was determined using 
CAD software in the dynamic simulation module. This allowed to determine 
how many pairs of teeth are in mesh for one complete cycle. For the analyzed 
transmission the pressure number was 1.31 for the test parameters: cycle 40 deg, 
number of transition steps 200/cycle. 

According to Ochęduszko (1985, p. 354-356), the relationship (1) can also 
be presented in the form of equation (5). The author of the above-mentioned 
item states that the force Fz is distributed over one pair of teeth or into two 
pairs of teeth. For the calculations, however, it accepts only the second case, 
assuming the reduction of the force Fz by dividing it by ε (tooth contact ratio) 
(6) (Dziama et al. 1995, p. 63-65). At the same time stating that you are not 
making too much of a mistake:

	 𝜎𝜎𝑔𝑔 ≥ 6 𝐹𝐹𝑧𝑧 sin 𝜗𝜗 ℎ𝑜𝑜
𝑏𝑏 𝑠𝑠2  	 (5)

	 𝜀𝜀𝛼𝛼 = √𝑟𝑟𝑎𝑎1
2 − 𝑟𝑟𝑏𝑏1

2 + √𝑟𝑟𝑎𝑎2
2 − 𝑟𝑟𝑏𝑏2

2 − 𝑎𝑎𝑤𝑤 sin 𝛼𝛼
𝜋𝜋 𝑚𝑚 cos 𝛼𝛼  	 (6)

where:
rb1,2	–	basic radius,
ra1,2	–	radii of tooth heads,

Fig. 3. Contact areas for one-pair (2) and two-pair (1) contact
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aw	 –	axial distance of mating gears,
	 –	pressure angle,
m	 –	modulus,
h0	 –	bending moment arm,
h	 –	tooth depth.

For the analysed gear, in accordance with Dziama et al. (1995), ε was 
1.36, which is a similar value to the result obtained from the numerical 
simulation (1.31). The obtained difference may result from the fact that in item 
Dziama et al. (1995) the rounding at the tooth apex was not taken into account 
(Fig. 3). However, with regard to the maximum bending stress at the tooth base, 
according to items Ochęduszko (1985) and Dziama et al. (1995) formulas (5) 
and (6), the maximum bending stress was σg = 25.64 MPa. This value differs 
from the values ​​obtained from the numerical analysis, which for the arm h1 and 
1/2 the value of the force Fz amounted to σg = 19.29 MPa and for h2 and the full 
value of the force Fz, σg = 29.62 MPa. Taking into account the greater stresses, 
the obtained difference is slightly more than 13%. It may result mainly from 
the aforementioned rounding (ρ = 0.3 mm) at the tooth apex, which occurs in 
the numerical analysis and is not included in the analytical formulas (5) and (6).

It is evident from the analyses presented above that the number of buttresses 
is of significant importance. Its growth reduces the stresses at the base. For the 
considered case, achieving εα equal to 2 would result in reaching σg = 25.64 MPa, 
that is lowering the stresses at the base by almost 4 MPa.

Tooth modification based on analytical calculations

After the numerical model of the tooth was made, the modification of its 
shape in terms of mass reduction due to the unidirectional nature of operation 
followed. A pinion tooth was used for the analysis due to the fact that it has 
a larger undercut at the base which leads to higher bending stresses. Based on 
relation (1) estimating the tooth thickness, graphs of tooth thickness minima 
versus its height {1}{2} (Fig. 4) were developed for two loading variants according 
to Figure 3. The effect of contact stresses is also considered in Figure 4. Based 
on Hertz’s formula (7) (Ochęduszko 1985, p. 369-371, 401-413) and Bielajew 
point (8) (Berczyński et al. 2016), the minimum area to be preserved on the 
lateral tooth surface {3} was determined: 

	 𝑎𝑎 = 1.52√𝐹𝐹calc
𝑏𝑏 𝐸𝐸  𝑟𝑟1 𝑟𝑟2

𝑟𝑟1 +  𝑟𝑟2
 	 (7)

	 𝑦𝑦 = 0.78 𝑎𝑎 	 (8)
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Fig. 4. Shape of the tooth after geometric modification; solid line – modified tooth shape,  
dashed line – base tooth shape

Due to the fact that the mating gear has undergone the same process of tooth 
shape modification, it was possible to replace the transition curve at the base 
of the pinion (epicycloid) by a classical arc tangent to the tooth working surface 
(involute) and the bottom of the tooth notch {5} arc |FE|. This resulted in a much 
smaller undercut and allowed us to model the side of the tooth responsible for 
the transmission of torque |HFE|. The side of the tooth on the side not carrying 
the torque {4} was determined from equation (1) taking into account the contact 
stresses (7) and (8). This allowed to obtain the tooth side based on equations (1), 
(3), (7) and (8), shown in Figure 4. In order to execute technologically the thus 
obtained tooth geometry it was necessary to replace the point G by the arc |CD| 
with radius {R} of the tool making the notch. A commercially available ϕ2 cutter 
with a length of 20 mm was used due to the small tooth size relative to its width 
(Narzędzia profesjonalne EU. 2021). In addition, for reasons of the manufacturing 
process, the theoretical curve which should result from the resultant curves {2} 
and {3} should be replaced by curve |AB| tangent at point A to the rounding 
of the tooth apex. This allows to obtain the overall shape of the tooth {a}.  
The figure also shows the base shape of the tooth {b}. 

Tooth modification based on topology optimization

Due to the fact that modern FEM programs allow to perform numerical 
optimization (topology optimization) of structural elements, it has been decided, 
based on available examples from literature (Deptula, Partyka 2018, Larsson 
2016, Muminovic et al. 2020, Shah et al. 2019, Sun et al. 2019), to perform such 
optimization for the tooth of the gear described. Note that for the simulation, 
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the tooth was modified to remove the excessive undercut {7} and replaced 
with an arc {5} |FE| tangent to the side of the tooth at point F and the base 
arc (Fig. 4). The analysis was performed for simulation parameters Table 3.  
The results obtained are shown in Figure 5. Using granularity removal techniques 
(Brauer 2002, Brecher et al. 2009), the final pinion tooth shape obtained by 
topological optimization process of Figure 5c was developed.

Table 3
Boundary conditions

Nazwa Typ Unit
Mesh type solid mesh –
Jacobian points 16 –
Element size 0.2 mm
Tolerance 0.01 mm
Total number of elements 299559 –
Solver type Intel Direct Sparse –
Total number of nodes 55528 –
Maximum aspect ratio 38.412 –
Percentage of elements with an aspect ratio <3 99.7 –
Percentage of elements with an aspect ratio >10 0.0945 –
Goal type best stiffness to weight ratio –
Reduction reduce weight by 14% –
Model type Linear Flexible Isotropic –

Source: based on Larsson (2016).

Fig. 5. Topological optimization results: a – view with areas to be removed,  
b – resulting model with granular structure, c – smoothed model 

Source: based on Larsson (2016).
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Analysis of results

The following section summarizes the results obtained by modification based 
on analytical relations and numerical optimization with the basic tooth geometry. 
The front surface of the tooth was chosen for comparison because the length of the 
tooth did not change in either method. Table 4 shows all the results obtained 
along with the percentage weight reduction assigned to each method relative 
to the original tooth geometry. 

Table 4
Summary of tooth mass reduction results for different modification methods 

Method Tooth face area 
[mm2]

Percentage weight reduction 
[%]

Basic tooth shape 4,135.391 –
Tooth shape after analytical modification 3,207.696 22.433 
Tooth shape after topological optimization 2,383.496 42.3635 

Note that the tooth mass is only a part of the mass of the entire gear. 
Therefore, in order to present the results more vividly, Table 5 additionally 
shows by how much the mass of the analyzed gear decreased for the proposed 
modification methods. 

Table 5
Summary of the results of reducing the mass of a gear for different modification methods

Method
Pinion wheel mass 

[mm2]
Percentage mass reduction 

[%]
Basic tooth shape 4,135.391 –
Tooth shape after analytical modification 3,207.696 9.966 
Tooth shape after topological optimization 2,383.496 18.919 

Figure 6 contains the superimposed tooth geometries obtained by the three 
methods. After obtaining the final tooth shapes for the two methods described 
above, kinetic analysis of the mating was performed to check for the occurrence 
of possible collisions and the pressure number was re-estimated. The results 
of the analyses did not reveal any irregularities in mating and the pressure 
number did not change. Figure 7 shows a visualization of the obtained pinions 
for all methods.
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Fig. 6. Summary of the geometry of the obtained results

Fig. 7. Visualization of the obtained pinions

Conclusions

On the basis of the obtained results it may be concluded that the proposed 
methods of tooth modification allow to decrease the tooth mass and thus of the 
whole transmission. The presented methodology can be used wherever torque 
transmission occurs in one direction only, both in steel and polymer transmissions. 
Percentage weight reduction of 10-19% shown in the paper is not a big amount, 
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but with polymeric gears used in appliances of the household sector, which are 
often produced in tens of millions, it may contribute to reduction of material 
purchase costs.

The methodology presented in the article allows for a more accurate estimate 
of the pressure εα (tooth contact ratio) for the analysed gears. Of course, only 
one gear was analysed, which does not allow for drawing general conclusions.

An interesting aspect is also the possibility of using a topological examination 
to reduce the mass of the tooth, described in chapter “Tooth modification based 
on topology optimization”. Which, however, entails certain difficulties of the 
technological implementation of the obtained shape. Especially when making 
gears from steel materials. This would result in longer production times and 
would be associated with higher costs.

The analytical methodology for determining the shape of the tooth flank, 
described in Chapter “Tooth modification based on analytical calculations”, 
which is not directly involved in the transmission of torque, allows for a relatively 
quick determination of the shape of the tooth flank. On the other hand, the 
disadvantage of the described methodology is the inability to derive universal 
dependencies for generating the shape of the tooth. In order to obtain the shape 
of the curves proposed in Figure 4, one should always use advanced computer 
systems (CAD), additionally supported by numerical calculations using, for 
example, Matlab software.

Another very important aspect of using the described methodology is creating 
solutions with lower weight while maintaining their original functionality.  
This can be used mainly in those designs where weight reduction is very 
important, such as: aircraft designs, racing cars and drone designs.

The proposed solution will also allow, in relation to steel gears, to reduce 
costs of finishing such as grinding or heat treatment. But in this matter the 
technology used in the above mentioned processes is very important, which 
sometimes determines the effect on both sides of the inter-tooth notch. 

It should be emphasized that the proposed solution has not been experimentally 
verified, the proposed optimization should be read as a generally applied approach, 
and not as an appropriate solution for polymer gears. Nevertheless, the presented 
methodology is an introduction to further experimental studies, new geometries 
of gears made of polymer materials. The results of the above-mentioned research 
will be the subject of subsequent publications.
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A b s t r a c t

This paper presents the results of metallographic research studies carried out for stock materials 
as well as the samples collected from the balls formed in the rolling process in a skew rolling mill. 
The stock material was bearing steel 100Cr6 and the steel from rail scrap. The rolling process 
was carried out in parallel for the two assumptions: the conventional method (hereinafter referred  
to as convntional rolling) and the modified method (hereinafter referred to as modified rolling). 
After the rolling process, three cooling media were used: air, water and oil. The pictures below, 
which depict microstructures, were taken using the bright-field and the dark-field microscopy 
technique, the samples were etched with a 4% solution of picral.

Introduction

Mass-scale production of steel balls, which are used as grinding media 
in various types of ball mills, forces producers to search for new technologies 
with greater efficiency and lower production costs. Currently, depending on the 
diameter, the balls for grinding media are manufactured worldwide in casting, 
closed-die forging and rolling processes (Tomczak et al. 2005).
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Nowadays, they are manufactured mainly in the process of closed-die forging 
of semi-finished casting products or pre-cast cast steel. Unfortunately, such 
methods do not ensure the desired functional characteristics of the balls and 
the production costs are relatively high – mainly related to the price of the 
material and a relatively low level of its exploitation. For example, the concern 
KGHM Polska Miedź S.A. itself utilizes approximately 15 thousand tons  
of balls annually. Therefore, improving their performance is still a current issue.

In order to reduce the production costs, the stock material which is frequently 
used for their production are scrap rails (Pater et al. 2015). It is obvious that 
the life cycle of the balls depends on their performance characteristics, such as 
material strength, cracking and abrasion resistance. But an equally important 
factor is their correct shape, which depends on the production technique used to 
manufacture the balls (Gronowskij 1980, Błażewski et al. 1981, Dobrzański 
1993, Ashbt et al. 1996, Blicharki 2001, Przybyłowicz 2007, Xiaozhong  
et al. 2012, Chyła 2014).

The previous studies conducted to determine the properties of steel balls 
were rather focused on the possibility to shape these balls using rolling methods 
to obtain a product with the right shape (sphericity) (Tomczak et al. 2012a, 
2012b, Chyła et al. 2016). However, there was no verification of the structure 
of the rolled balls or their mechanical properties (e.g. hardness), which resulted 
in carrying out the research studies presented in this article.

Stock material

The skew rolling process of steel balls was carried out for the two different 
stock materials: bearing steel (100Cr6) and the steel obtained from rail heads and 
two different methods of tool calibration. Bearing steel 100Cr6 is characterized 
by exceptionally high quality due to particularly strict production conditions. 
This material is required to have a narrow and strictly maintained tolerance 
of alloying elements and impurities. Its chemical composition is as follows for 
100Cr6: carbon 0.95-1.1%, manganese 0.25-0.45%, silicon 0.15-0.35%, chromium 
1.3-1.65%, phosphorus 0.025%, and sulfur – up to 0.025%. Chemical composi-
tion for steel from rail scrap: carbon 0.62-0.8%, manganese 0.7-1.2%, silicon  
0.15-0.58%, phosphorus max. 0.025%, and sulfur 0.008-0.025%.

The conventional method of tool calibration is based on the selection of such  
a contour of the groove and a pitch of the helical line, so as to maintain a constant  
volume of the metal captured by flanges throughout the entire process.  
The edges of the grooves – the flanges, projecting from the working surface of the 
rollers, are characterized by concave lateral surfaces, with the constant radius 
over the entire length of the helical impression and equal to the radius of the 
rolled ball. The extending flanges gradually narrow the connections between 
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the individual rolled balls, calibrating their diameter and separating them from 
each other. Such a method for tool calibration is difficult to implement and makes 
it necessary to continuously change the value of the pitch of the helical impression, 
which is calculated by dividing the stock material into the fixed volumes, equal 
to the volume of the rolled ball and the connecting bridge. A frequent result is 
the failure to fill or overfilling the helical impression, which adversely affects 
the accuracy of the rolled balls. Therefore, as part of the research work carried 
out at the Department of Computer Modelling and Metal Forming Technologies 
of the Lublin University of Technology, a new method of tool calibration for 
the skew rolling of balls was developed. A significant change, compared to the 
traditional method of calibration, is the introduction of a helical wedge surface 
in the grooving area, which then develops into the concave forming flanges.  
As in the case of traditional helical impressions, the basis for calculating the 
pitch and the shape of the groove outline is to keep a constant volume of the 
material between the flanges of the tools, as well as an equal volume of the 
rolled ball and the connector (Chyła 2019).

Figure 1 demonstrates the working rolls used in the two rolling methods.  
The working impressions of each roller are formed by six tool segments (2), made 
of hot-work tool steel. The segments are attached to the shaft (1) of the rolling 
mill using two spindle nuts (3). On the surface of the segments, there are shaping 
grooves (5) separated by the flanges (6) having concave lateral surfaces. In the 
grooving area, there is a wedge--shaped helical ledge (4) with a wedge angle  
of 2β and the inclination angle of the lateral walls of a. A cutter (7) – denotations 
in Figure 1.

Fig. 1. Sets of screw segments tools for rolling the balls: a – conventional method,  
b – modified method; description in the text

Source: based on Chyła (2019).
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Immediately after rolling, the balls were cooled to room temperature using 
three media: water, oil and air. The balls for mechanical tests were cut from 
these samples (in this case, hardness tests were considered to be the most 
representative ones). The Vickers hardness test method was performed using 
a Zwick durometer according to the standard PN-EN ISO 6507-1:2007, owned by 
the Department of Metal Forming, Faculty of Metals Engineering and Industrial 
Computer Science of AGH University of Science and Technology in Krakow – 
as demonstrated in Figure 2a. The samples of the rolled balls were subjected 
to the measurements of hardness at 25 points. The first and last measurement 
points were located 2 mm from the edge of the sample, the remaining points 
at a distance of every 1 mm over the entire length. Figure 2b illustrates the 
scheme of the measurement points (Chyła 2019).

Fig. 2. Hardness measurements: a – hardness tester;  
b – scheme of points positioning on the length of the sample 

Source: based on Chyła (2019).

From the images of microstructures of the bearing steel 100Cr6 (Fig. 3), 
it is visible in the stock material that it has been subjected to spheroidizing 
annealing. This is a typical condition of this type of stock material (high content 
of carbon and chromium) for further plastic working. There is abundant fine 
carbide precipitation (most probably M3C) of a spheroidal character, uniformly 
distributed throughout the volume of the material. Carbides are in the ferritic 
matrix, which is characteristic for long annealing used for this type of steel.  
In some places, the remains of pearlitic cementite platelets are noticeable, which 
did not coagulate completely. There are also areas where carbides are arranged 
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linearly, resulting in the spheroidization of cementite present in pearlite (eutectoid 
cementite). However, these are small areas and they should not affect adversely 
material properties in the later stages.

Apparently, the microstructure of the steel from rail heads (Fig. 4) was 
delivered after spheroidizing (softening) annealing. If that was the case, the 
microstructure would look like in the first case (Fig. 3), ferrite + spheroidal Fe3C. 
This is probably the microstructure after normalizing annealing, or immediately 
after rolling. In the picture there is a characteristic pearlitic microstructure 
with various thickness of platelets (mostly fine pearlite). Colonies of pearlite 
are visible, strongly deformed in some places. The average size of these colonies 
ranges from several to several tens of micrometers. This condition is typical 
for pearlitic steels without alloying elements and sufficient for further plastic 
working.

Fig. 4. Microstructure of the samples of the rail steel – stock material

Fig. 3. Microstructure of the samples of the bearing steel 100Cr6 – stock material
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Microstructure of the rolled balls after cooling 
in different media

After the rolling process, the balls were directly subjected to cooling in three 
different cooling media: air, water and oil.

In the case of the air-cooled material, pearlitic microstructure was obtained 
(Fig. 5÷8). The microstructure of the bearing steel (approx. 1% C), in addition to 
pearlite, contains a characteristic cementite mesh at the grain boundaries (typical 
for the steel with such carbon content). In the picture depicting the sample of the 
bearing steel 100Cr6, obtained in the modified rolling process and cooled in air 
(Fig. 6), the mesh is not as visible as in the picture illustrating the sample from 
the same type of steel, obtained in the conventional rolling process, also cooled  
in air (Fig. 5). The microstructure of pearlite and cementite at the grain boundaries 
adversely affects both the mechanical and plastic properties. Cementite is  
a hard and brittle phase, and therefore, as a result of the applied stress (mesh),  
it is a place prone to cracks and their propagation at the grain boundaries.

Fig. 5. Microstructure of the samples of the bearing steel 100Cr6 obtained in the conventional 
rolling process, cooled in air: a – left edge of the sample, b – the middle part of the sample,  

c – right edge of the sample

Fig. 6. Microstructure of the samples of the bearing steel 100Cr6 obtained in the modified 
rolling process, cooled in air: a – left edge of the sample, b – right edge of the sample
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In the picture of the microstructure of the stock material, the most visible 
(distinguishable) alternately arranged platelets of ferrite and cementite are made 
of the rail steel (Fig. 4). In the case of both stock materials: the rail steel and the 
bearing steel (Fig. 7, 8), after deformation and cooling in air, individual platelets 
are not so distinguishable at specific magnification. Pearlite colony size for the 
individual analyzed cases varies in a wide range of several to tens of micrometers. 
The thickness of the platelets affects mechanical properties (of a given carbon 
content), e.g. the hardness of steel. On the other hand, it depends on the super-
cooling of austenite (above the temperature of bainite formation): the greater the 
supercooling, the smaller the thickness of the platelets. The lower the hardness 
of the balls, the more prone to wear they will become. Performance character-
istics of the balls will be better with the smaller distance between the platelets.

Fig. 7. Microstructure of the samples of the rail steel obtained in the conventional rolling 
process, cooled in air: a – left edge of the sample, b – right edge of the sample

Fig. 8. Microstructure of the samples of the rail steel obtained in the modified rolling process, 
cooled in air: a – left edge of the sample, b – right edge of the sample
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The microstructure of the steel both from the bearing steel (Fig. 9, 10) and 
from scrap rails (Fig. 11, 12), after cooling in water (quenching), is composed 
of martensite and retained austenite. In the case of the samples of the bearing 
steel 100Cr6 after the conventional rolling process (Fig. 9) and the modified 
rolling process (Fig. 10), there is a characteristic microstructure of (thick) plate 
martensite and retained austenite. The high content of retained austenite in the 
bearing steel 100Cr6 is associated with a high carbon and chromium contents, 

Fig. 9. Microstructure of the samples of the bearing steel 100Cr6 obtained in the conventional 
rolling process, cooled in water: a – left edge of the sample, b – right edge of the sample

Fig. 10. Microstructure of the samples of the bearing steel 100Cr6 obtained in the modified 
rolling process, cooled in water: a – left edge of the sample, b – right edge of the sample

which lower the temperature Ms and Mf; moreover, it is stabilized by chromium 
dissolved in austenite. Light-colored, non-etched stripes are visible (high content 
of retained austenite), which may be due to chromium dissolved in austenite.

In the case of the balls made of the rail steel (Fig. 11, 12), formed in the 
cross wedge rolling mills after the heat quenching treatment, the size (length)  
of the martensite platelets is smaller, which may indicate a finer austenite 
grain. The microstructure of the steel from scrap rails, after quenching in water,  
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is composed of lath and plate martensite as well as retained austenite. Compared 
with the microstructure of hardened bearing steel, the content of austenite  
is much lower. Martensite with small-sized plates is better – there are smaller 
residual stresses. Retained austenite reduces the hardness but, on the other hand, 
it favorably affects the properties of steel such as wear resistance and fatigue 
strength, as well as reduces its tendency to brittle fracture. The hardness of the 
bearing steel should be slightly higher due to the carbon content. In the case  
of the steel from scrap rails, there are no major differences in the microstructure 
of the balls formed in the conventional and modified rolling processes.

As a result of the cooling process, after the deformation in oil, the martensitic 
transformation occurred (Fig. 13÷16). The microstructure of the balls formed from 
the bearing steel (Fig. 13, 14) consisted of: plate martensite and retained austenite 
(light-colored areas). In some places (light-colored spots), it could be associated 
with the segregation of chromium dissolved in austenite. The share of retained 
austenite is much higher than in the case of rail steel (higher carbon content).

Fig. 11. Microstructure of the samples of the rail steel obtained in the conventional rolling 
process, cooled in water: a – left edge of the sample, b – right edge of the sample

Fig. 12. Microstructure of the samples of the rail steel obtained in the modified rolling process, 
cooled in water: a – left edge of the sample, b – right edge of the sample
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In the case of rail steel (Fig. 15, 16), the microstructure is composed of lath 
and plate martensite (to a lesser extent) and retained austenite (light-colored 
areas).

Figure 17 illustrates a special case of the microstructure obtained by the 
conventional rolling process combined with the cooling in oil. Near the surface, 
it is composed of pearlite and cementite at the grain boundaries (as after the 
cooling in air), and farther from the surface, martensite (brown color) and dark 
areas – pearlite can be observed. This effect may be due to the fact that during 
the deformation, as a result of the contact with a tool, the temperature dropped 
(diffusional transformation), but inside the material, where the transformation 
did not occur (there was austenite in the structure), as a result of the cooling 
in oil, the martensitic transformation occurred where, in addition to perlite, 
there is martensite.

Fig. 13. Microstructure of the samples of the bearing steel 100Cr6 obtained in the conventional 
rolling process, cooled in oil: a – left edge of the sample, b – right edge of the sample

Fig. 14. Microstructure of the samples of the bearing steel 100Cr6 obtained in the modified 
rolling process, cooled in oil: a – left edge of the sample, b – right edge of the sample
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Fig. 15. Microstructure of the samples of the rail steel obtained in the conventional rolling 
process, cooled in oil: a – left edge of the sample, b – right edge of the sample

Fig. 16. Microstructure of the samples of the rail steel obtained in the modified rolling process, 
cooled in oil: a – left edge of the sample, b – right edge of the sample

Fig. 17. Microstructure of the sample of the rail steel obtained in the conventional rolling 
process, cooled in oil (specific case) 
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Summary and conclusions

Numerically analyzed processes of skew rolling of the balls (Dobrzański 
1993) were verified experimentally in the laboratory conditions of the Department 
of Metal Forming, Faculty of Metals Engineering and Industrial Computer 
Science of AGH University of Science and Technology in Krakow, using the 
skew rolling mill installed at this laboratory. The physical tests were performed 
on two stock materials: bearing steel 100Cr6 and rail steel.

After the rolling process, the balls were subjected to quenching treatment 
in three cooling media: they were placed in water, in oil and they were left in the 
air. The analyses of the physical test results allowed to formulate the following 
conclusions:

–	 despite a relatively long shaping time, the temperature of the material is 
maintained within the range appropriate for hot plastic working and it is sufficient 
to carry out the quenching process immediately after the rolling of the balls;

–	 the roll pass method of the working roller does not affect either the hardness 
or the microstructure of the obtained balls.
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A b s t r a c t

The aim of these research is to investigate the air content on aging of poly- 
(ethylene terephthalate) (PET) preforms. Three air pressures were selected and 
in each pressure 5 samples were aged during 21 days in 80°C. Three samples 
were selected to be cut for determination of density with the use of hydrostatic 
method. Sample mass, Young modulus and surface roughness were measured for 
each sample before and after aging and differences between those parameters 
were presented as results. The changes of parameters may lead to a conclusion 
that mechanism of polymeric chain oxidation is dominant during thermal aging 
of PET. However aging process is not the fastest in atmospheric pressure but in 
lower air contents. This effect may be caused by greater evaporation of small 
molecule degradation products and shifting of reaction equilibrium in the direction 
of further decomposition.
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Introduction

The varied properties of polymers turned out to be extremely useful for 
industry, which resulted in large scale use. With time, however, irreversible 
and often negative changes in the properties of the material occur. Physical 
and chemical changes generated by usage are called aging. Natural aging 
proceeds under the influence of the surrounding natural environment during 
storage and use. Artificial aging of the material occurs under specially designed 
conditions and is used for research purposes. Several types of polymer aging 
can be observed based on physical conditions that cause structural change. 
This processes include: biological aging, electrical aging, mechanical aging, 
chemical aging and photochemical aging, thermal aging. Thermal degradation 
of polymers is called “molecular degradation resulting from overheating”.  
In high temperatures molecules of the polymer are defragmenting (molecular 
defragmentation) (Sobków, Czaja 2009). Products of this process can react with 
each other and with remaining polymer chains resulting in change of materials 
properties. During thermal degradation the molecular mass of polymer chains 
is impacted the most. Physical and optical properties that the process influences 
are: strain at break, maximum stress, rigidity, color change.

In this work poly(ethylene terephthalate) (PET) products are studied.  
PET is one of most common polymers used in industry. It is used for production 
of bottles, sprockets, and garments. The reason for PET popular use is that 
it retains its shape memory, i.e. after deformation it returns to the shape given 
before crystallization. The properties of PET depend on its degree of crystallinity. 
With the normal proportion of the crystalline phase (approx. 40%), it  is 
characterized by high dimensional stability, good chemical resistance, and 
good sliding and dielectric properties. PET is not resistant to factors such as 
phenols, concentrated acids and solutions, alkalis and long-term exposure to hot 
water (hydrolysis). Sterilization of PET products is carried out in an atmosphere 
of ethylene oxide or by irradiation. It is mainly processed by injection molding 
at 260-290°C (injection shrinkage is 1.2-2%). With extrusion technique films, 
rods, plates and fibers are formed. Extrusion temperature is 260-280°C (López- 
-Fonseca et al. 2011). Researchers have studied the degradation of recycled 
PET during processing and concluded that chain scission can occur and that 
formation of grafted copolymers and crystallization can be facilitated (Itim, 
Philip 2015) and others concluded that during repetitive extrusion, chain scission  
is a dominant process and no chain branching or cross-linking were observed 
which decreased capabilities and crystallinity (Badía et al. 2009), whereas others 
concluded that cross-linking and chain branching occur during extrusion (Nait- 
-Ali et al. 2011). Researchers currently focus on the influence of physical ageing 
on the mechanical properties of semicrystalline PET, using several methods to 
characterize both the change in morphology and physical properties of PET: 
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Such as calorimetric analysis, FTIR, X-ray, NMR and other. These studies were 
carried out to enhance understanding of the structure–property relationships, 
which are important for materials that require stability and durability during 
their lifetime (Aljoumaa, Abboudi 2016). During the exposure to sunlight, 
many reactions in PET molecular chains may occur: chains scission reaction 
due to thermal degradation of vinylic and carboxylic chain ends, which may 
recombine by trans-esterification reaction (El-Toufaili 2006), photo-degradation 
of methylene groups which will cause an irreversible rupture of the polymeric 
chain, and change in the color of the bottle to yellow due to many substances 
used in the process of synthesis and fabrication (Yang et al. 2010). Moreover, 
at outdoor ageing, the exposure to light and air will cause a photooxidation 
of PET (photochemical ageing). It is known that PET absorbs at the extreme 
limit of the UV band (300 nm< λ < 330 nm). This phenomenon is superficial, 
thin layer may degrade by this reaction and is limited by the O2 diffusion and 
superficial light absorption. This material is also susceptible to physical aging 
below the glass transition temperature caused by the slow change of quenched 
material at a thermodynamically non-equilibrium state to equilibrium. This 
is related to the relaxation processes with characteristic, different time constants 
(Sato, Sprengel 2012). It results in a reduction in entropy, enthalpy and 
specific volume with an increase in yield stress and tensile and flexural module.  
Hay investigated the effect of the crystalline phase on the behavior and properties 
of PET (Kong, Hay 2003). It turned out that the crystalline phase limits mobility 
of the chain segments, influencing the macroscopic properties of the material 
(Panowicz et al. 2021). The aim of this paper is to investigate changes in PET 
surface structure and mechanical properties under thermally accelerated aging 
conditions and variable air content.

Materials and methods

Research material consisted of 26 preforms made from PET (Fig. 1). Samples 
undergone the same heating cycle with variable air pressures. Samples from 1-5 
were heated to 80°C under atmospheric pressure and kept for 21 days. Samples 
7-12 were kept in a 6.8 l vacuum chamber under 5.7 Pa of air pressure. Aging 
conditions for samples 13, 14, 15, 17, 18, 19 were the same in terms of tempera-
ture and aging time but the vacuum chamber was depressurized to 2.8 Pa.  
The air pressure for aging process of samples 19, 21, 22, 23, 24 was 0.3 Pa. Mass 
and dimensions of samples were measured and presented in Table 1. Mass was 
determined with analytical scale RADWAG AS60/220.R2.

The samples roughness, Young modulus and mass were measured before 
and after aging process for all samples. Roughness was measured using  
SJ-210 Mitutoyo profilometer with elementary distance 0.8 mm and measuring 
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Fig. 1. Shape of investigated samples

Table 1
Dimensions and mass of samples

Sample no. Dimension A 
[mm]

Dimension B 
[mm]

Dimension C 
[mm]

Dimension D 
[mm] Mass [g]

1 47 159 51.54 41.1 98.1944
2 46.99 159.4 51.44 41.14 97.9173
3 46.97 159.6 51.55 41.11 98.2353
4 47.1 159 51.54 41.2 98.1148
5 47.4 159.4 51.5 41.19 98.0271
6 47.38 159.65 51.5 41.16 98.1842
7 47.37 159.6 51.45 41.13 98.0106
8 47.33 159.5 51.44 41.16 98.0271
9 47.43 159.6 51.51 41.19 97.9228
10 47.33 159.5 51.5 41.19 97.9176
11 47.36 159.4 51.48 41.13 97.8713
12 47.45 159.5 51.5 41.17 97.9062
13 47.36 159.6 51.57 41.2 98.2994
14 47.53 159.6 51.54 41.16 98.1164
15 47.54 159.6 51.45 41.14 98.0129
16 47.28 159.5 51.48 41.13 98.0319
17 47.43 159.5 51.5 41.18 98.1736
18 47.51 159.6 51.52 41.17 98.1608
19 47.6 159.5 51.55 41.19 98.2664
20 47.32 159.4 51.52 41.21 98.0329
21 47.36 159.5 51.49 41.1 97.9409
22 47.49 159.5 51.55 41.17 98.1704
23 47.4 159.5 51.59 41.19 98.1057
24 47.27 159.2 51.46 41.11 98.0223
25 47.48 159.5 51.58 41.19 98.3136
26 47.62 159.4 51.52 41.18 98.0894
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distance 4 mm. Roughness was measured in 3 places inside of each sample 
(Tab. 2). Young modulus was determined using Impulse Excitation Technique 
(IET) with RFDA MF system by IMCE (Tab. 3). 

Samples 6, 16 and 20 were chosen to measure non aged sample density 
by hydrostatic method with analytical scale RADWAG AS60/220.R2 equipped 
with density determination kit KIT-85 from Radwag. For density measurements 
distilled water was used as a submerging agent. With nondestructive tests 
(mass, roughness and Young modulus) difference between pre and post aging 
state were presented as results. 

Table 2
Roughness of investigated samples

Sample no. Ra 1 [μm] Ra 2 [μm] Ra 3 [μm] Average [μm]
1 0.113 0.146 0.153 0.137
2 0.229 0.329 0.224 0.261
3 0.144 0.173 0.111 0.143
4 0.235 0.087 0.139 0.154
5 0.201 0.177 0.102 0.160
6 0.147 0.193 0.069 0.136
7 0.151 0.129 0.148 0.143
8 0.142 0.123 0.163 0.143
9 0.281 0.32 0.214 0.272
10 0.275 0.327 0.235 0.279
11 0.186 0.273 0.154 0.204
12 0.252 0.176 0.164 0.197
13 0.109 0.233 0.147 0.163
14 0.154 0.168 0.204 0.175
15 0.205 0.262 0.148 0.205
16 0.088 0.109 0.109 0.102
17 0.114 0.105 0.157 0.125
18 0.151 0.117 0.088 0.119
19 0.157 0.123 0.134 0.138
20 0.13 0.113 0.163 0.135
21 0.232 0.24 0.247 0.240
22 0.183 0.205 0.257 0.215
23 0.114 0.187 0.198 0.166
24 0.235 0.144 0.156 0.178
25 0.115 0.118 0.228 0.154
26 0.137 0.163 0.147 0.149



Technical Sciences	 24, 2021

188	 Wojciech Rejmer

Table 3
Young modulus of pre aged material

Sample no. Young modulus [GPa]
1 2.92
2 2.97
3 2.96
4 2.92
5 2.81
6 2.81
7 2.8
8 2.84
9 2.81
10 2.85
11 2.81
12 2.78
13 2.85
14 2.76
15 2.75
16 2.84
17 2.8
18 2.76
19 2.75
20 2.84
21 2.82
22 2.78
23 2.83
24 2.83
25 2.8
26 2.69

Results and discussion

The mass of all aged samples decreased. Mass decrease of samples kept 
under atmospheric pressure was between 0.099 to 0.10 g. The samples kept 
under 5.7 Pa decreased their mass by 0.25-0.27 g. Preforms kept under 2.8 Pa 
of pressure decreased their mass by 0.27-0.28 g. The lowest pressure samples 
decreased their mass by 0.2-0.21 g. Results of mass decrease were presented 
on Figure 2.
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Fig. 2. Mass decrease versus air pressure during aging process

Samples aged with highest air content had lowest decrease of mass during the 
process this effect might be caused by oxidation of polymer chains which increases 
the molecular mass. The second processes that occurs during aging at increased 
temperatures is evaporation of small molecule additions to polymer such as 
plasticizers and thermostabilizers. In lower air pressures this effect is propably 
more predominant which causes higher mass decrease. In the lowest pessure the 
mass decrease is second lowest. Under such conditions both oxidation of polymer 
chains and conversion of addition compounds to vaporous oxides is least likely. 
This may give a value of mass loss caused only by terminal depolymerization 
of PET. The effect may also be caused by oxidation of polymeric chain it self 
predominantly to products such as carbon mono and di oxide, ethylene and ethyl 
aledehyde. Evaporation of these degradation products can also be the cause 
of mass decrease during aging time (Venkatachalam et al. 2012).

The decrease of mass is accompanied by change of mechanical properties. 
In this study this change was measured by calculation of Young modulus obtained 
with IET. The rigidity of the material decreased only in the samples aged under 
atmospheric pressure by 0.03-0.05 GPa. Samples aged under 5.7 Pa showed 
increased Young modulus by 0.4-0.6 GPa. Samples kept under 2.8 Pa of air 
showed the same effect in the magnitude of 0.4-0.5 GPa. Samples with least 
amount of air in their enviroment increased their rigidity by around 0.3 GPa. 
Results of Young modulus change were presented on Figure 3.

The Young modulus change of polymer material is largely dependant on 
degree of crystallinity (Dong et al. 2020). The decrease of rigidity in sample 
aged under atmospheric pressure may be cused by plastifying effect of some 
of decomposition products such as ethylene glycol (Pivsa-Art et al. 2016). In higher 
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air pressures evaporation of those products is higher then in lower pressures 
under same temperatures. Higher oxygen contents provide also creation of more 
hydroxyl groups as well as cyclization reactions (Khemani 2000). Hydroxyl 
groups generally lead to increase of crystalization rates, and thus rigidity, due 
to formation of hydrogen bonds (Sang et al. 2020). In lowest pressure creation 
of hydrogen bonds can be assumed as minimal, but cyclization processes that 
cause the reduction of degrees of crystalinity still occur (Chang et al. 2015). 
There fore a lower rigidity of samples aged in 0.3 Pa in comparison to two kinds 
of samples kept under higher pressures can be observed.

Thermal aging caused increase of surface roughness. For samplesaged under 
atmospheric pressure average roughness increased by 0.19-0.24 µm. Material 
aged under 5.7 Pa of air pressure had roughness increased by 0.06-0.11 µm. 
Polyesther samples aged in presence of 2.8 Pa of air exhibited roughness increase 
of 0.15-0.21 µm. Samples heated with the least amount of air showed roughness 
increase of 0.15-0.22 µm. Figure 4 shows dependence of average roughness 
increase on air content.

The effect of gratest surface roughness increase in samples aged under 
atmospheric pressure may be caused by combined effect of oxidation and 
plastifying effect of decomposition products. The samples aged under 0.3 Pa  
and 2.8 Pa show similar increase of roughness which can imply similar sizes 
of crystal structures. Samples aged under 5.7 Pa of air pressure show lowest 
increase in surface roughness and highest increase of Young modulus, which 
implies creation of most new crystalinne structures and their smaller sizes. 
Studies by Zaborowska et al. (2021) have shown that significant changes 
of polymeric material roughness are present only with minimal changes 

Fig. 3. Young modulus change versus air pressure
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to polymeric chains chemistry, with regard to methane production. However 
the significant changes in PET samples can be atributed mainly to changes 
occuring because of oxidation reactions.

Samples density was measured for every type of samples. The results 
of measured density for aged and non aged samples is presented on Figure 5. 
Nonaged samples had density of 1.35 ±0.02 g/cm3. Samples aged at atmospheric 
pressure and at 0.3 Pa exhibited similar values of 1.35 ±0.02 g/cm3 and 1.36 
±0.003 g/cm3 respectively. PET preforms aged at 5.7 Pa and 2.8 Pa exhibited 
slight increase of desity values being 1.37 ±0.005 g/cm3 and 1.39 ±0.005 g/cm3.

Fig. 5. Density of investigated samples

Fig. 4. Average roughness increase versus air pressure
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Density is usually correlated with rates of crystallinity. Higher crystallinity 
rate is associated with more polymer chains in a given space. Results of density 
change after aging are similar to mechanical properties results and show that 
gratest rates of crystalinity are to be expacted in samples aged under 5.7 Pa 
and 2.8 Pa of air pressure (Xu et al. 2016)

Conlusions

The air content inf luences structural and mechanical properties 
of poly(ethylene terephtalate). Lower air pressure can lead to higher degrees 
of degradation then atmospheric pressure due to faster vaporization of degradarion 
products. This effect can be used for faster degradation on PET products 
after reprocesing effects its utility properties to the point of non recyclibility. 
Degradation in hightend temperatures (80°C) also provides additional increase 
of small molecule degradation products evaporation, causing accelerated 
degradation rate. Aging time in conjunction with increased temperature helps 
to asses PET degradation degree at around 1 year period. Minimal or small 
values of mechanical properties, density and mass loss at normal air pressure 
prove almost no degradation during annual periods. Chages of roughnes can be 
atributed strictly to temperature process as it is characteristic only to surface 
regions and is propably caused by small heat conductivity of polymer.
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A b s t r a c t

The paper proposes a modification of the 7.62 mm NATO rifle cartridge. The design and the 
results of a computer simulation were presented. The projectile’s flight behavior under different 
weather conditions was simulated. A figure diagram and a digital model of the projectile were 
presented. Ballistic calculations were performed, and an animation showing the projectile’s behavior 
under various weather conditions was developed. The results were patented. 

Introduction

This study describes a sniper rifle cartridge. The design was patented 
(Syroka, Skłodowska 2020). A cartridge has two definitions in military 
terminology. In the basic definition, a cartridge is a unit of ammunition for  
a single shot – a gun cartridge (handgun, shotgun or rifle) or an artillery cartridge.  
A cartridge consists of:

–	a projectile,
–	propellant (such as gunpowder),
–	and in fixed ammunition, also: 
–	primer,
–	casing, such as a brass shell, that houses all projectile components.
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In the second definition, a cartridge is a propellant charge (such as 
a gunpowder cartridge) that is located behind the projectile in the firing chamber 
and leads to the explosion of gas in the barrel.

The designed cartridge has several advantages. It contains a lead core 
and penetrates hard targets at longer ranges. The projectile has an elongated 
shape, which increases its mass, reduces air resistance, and increases travel 
velocity, thus enabling the projectile to reach the intended target faster.  
The use of nitrocellulose powder as propellant slows down and stabilizes the burn 
rate in all types of weather, and it increases and stabilizes internal pressure 
which is always consistent with the specification.

Ammunition can be defined as cartridges that are intended for use in firearms. 
The main aim of sniper rifle ammunition is to neutralize a live enemy target.

Existing ammunition designs for sniper rifles

7.62×51 mm NATO cartridge

The cartridge was developed by the Institute of Armament Technology at the 
Faculty of Mechatronics and Aviation of the Military University of Technology  
in Warsaw and MESKO S.A. Metal Factory (presently MESKO S.A.) in Skarżysko- 
-Kamienna. The cartridge contains a standard projectile with a lead core. 
Projectile tips are color-coded to indicate their type and designation. For example, 
projectiles with red tips are intended for live targets, whereas projectiles with 
black tips are light armor penetrators with a range of up to 500 m. Differently 
colored projectiles do not differ in size, but they contain different propellants 
or powders. 

.300 Winchester Magnum

.300 Winchester Magnum measures 7.62×67 mm, and it was developed by 
the US Army. It was initially used by hunters, and it is currently deployed  
in police sniper rifles. Similarly to the 7.62×51 mm NATO cartridge, .300 Win 
Mag has differently colored tips to identify various projectile types. 

.338 Lapua Magnum

.338 Lapua Magnum measures 8.6×70 mm or 8.58×70 mm. It has been 
designed for sniper rifles, but it is also used in hunting rifles. The cartridge 
was produced by the Finnish ammunition manufacturer Lapua, and it combines 
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the features of 7.62 mm and 12.7 mm NATO cartridges. .338 Lap Mag has  
a maximum effective range of 1,000 m, and it is not much heavier than NATO 
cartridges. 

Structural design of a patented cartridge  
for sniper rifles

The cartridge is presented in Figure 1, and the projectile is shown in Figure 2. 
The sniper rifle cartridge was designed as a long-range cartridge for penetrating 
hard targets. The cartridge (1) contains a lead projectile (2) in a brass jacket. 
The cartridge has a sharp tip (3), and the tungsten carbide core (4) weighs 
1.62 g. Core height is equal to 2/3 of projectile length, and core width is equal 
to 1/3 of projectile width. The shell (5) was crimped to a length of 69.00 mm, 
and it contains N140 nitrocellulose powder (68.8%) (6). The shell is connected 
to a Large Rifle Magnum primer.

Projectile seating depth is 7.60 mm. The core material is protected against 
excess gas and friction by a solid brass jacket with a bridge. The cartridge has 
a boat tail base. Shell length is 69.00 mm. Shell volume is typical for projectiles 
of the type. The shell is filled with N140 nitrocellulose powder (6) with a weight 
of 4.760 g. A Large Rifle Magnum primer (5) is integrated into the base of the 
cartridge. This primer is characterized by higher explosive energy which facili-
tates the ignition of spherical powder propellant. Cartridge length is 81.42 mm. 

	  	
	 Fig. 1. Cartridge for a sniper rifle;  	 Fig. 2. Projectile in the sniper rifle cartridge; 
	 description in the text	 description in the text
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Projectile design and model

The trajectory of the designed projectile was calculated with Gordons 
Reloading Tool software. The program supports the selection of materials, primers 
and powders. All values are calculated automatically, the results are presented 
graphically in diagrams, and the optimal values are suggested. Trajectory 
calculations are presented in a diagram in Figure 3. 

Fig. 3. Calculations of a projectile’s trajectory parameters 

Cartridge model

The cartridge was modeled in Blender 2.8 software. The modeling process 
was divided into several stages. The projectile and its tip were modeled in the 
first stage. The carbide core was modeled in the second stage, and the shell and 
primer were modeled in the third stage.

Model of the projectile and the projectile tip

In the first step, the projectile was modeled with the Circle tool. Cell layers 
were extruded and transformed to generate a grid object. The projectile tip 
was modeled separately because projectiles designed for various purposes have 
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differently colored tops. The Subdivision Surface modifier was added to smooth 
the edges of the modeled object. A model of a projectile without a tip is presented 
in Figure 4, and a model of the projectile tip is shown in Figure 5. The entire 
projectile is presented in Figure 6. 

Fig. 4. Model of a projectile without a tip

Fig. 5. Model of the projectile tip

Fig. 6. Model of the entire projectile
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Core model

In the first step, the projectile core was modeled with the Circle tool.  
The resulting object was rescaled, and a modifier was added to smooth the 
edges. In the last step, the core was connected to the projectile based on the 
location and characteristics described in the patent. The core model is presented 
in Figure 7, and the model of the projectile with the core is shown in Figure 8. 

Fig. 7. Core model

Fig. 8. Model of the projectile with the core

Shell model

The projectile, the projectile tip and the core were modeled with the Circle 
tool, whereas the shell was modeled with the Cylinder tool. The object was 
opened, and several commands were used to model the shell. Wall thickness was 
modeled with the Solidify modifier. The same method was applied to model the 
primer and the shell. The front view of the shell model is presented in Figure 9, 
and the rear view is presented in Figure 10.

The materials for all cartridge components were selected. Nodes were not 
used. The selection of color was most problematic. Surface color and texture were 
modeled by the selecting the appropriate values of Specular and Roughness. 
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Fig. 9. Front view of the shell model

Fig. 10. Rear view of the shell model

Basic calculations

Ballistic resistance of armor against the designed projectile

Ballistic resistance is the protection offered by armor against projectiles 
that do not contain explosive materials. The ballistic resistance of armor  
is influenced by the projectile’s kinetic energy which is calculated with the use 
of the following equation (Sperski 2009):

	
(𝑚𝑚 ∙  𝑣𝑣𝑝𝑝

2)
2 = 𝑘𝑘 ∙ 𝜋𝜋 ∙ 𝑑𝑑 ∙ ℎ ∙ ℎ  	  (1)

where:
m	–	projectile’s mass [kg],
vp	–	projectile’s velocity upon impact with target [m/s],
d	 –	caliber [m],
h	 –	shield thickness [m],
k	 –	average shear stress on the lateral surface of a cylindrical shaft with 

base diameter d and height h (Flis, Sperski 2012). 
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Shield thickness is calculated with the use of the following equation:

	 ℎ = 𝑣𝑣𝑝𝑝√(
𝑚𝑚

𝐾𝐾 ⋅ 𝑑𝑑) 	 (2)

where:
	 𝐾𝐾 = 2 ∙ 𝑘𝑘 ∙ 𝜋𝜋 	 (3)

Coefficient K is determined experimentally for various types of steel and 
projectiles. Parameter K has to be computed, but a method where shield thickness 
is calculated based on the available data delivers better results. In this approach, 
the mass m1 of a cuboid that comes into contact with the shield is calculated. 
The volume of shield material that is displaced by the projectile upon impact is 
equal to the volume of a cylinder with diameter d and height h (Sperski 2009): 

	 𝑚𝑚1 = 𝜌𝜌 ∙ (
(𝜋𝜋 ∙ 𝑑𝑑2)

4 ) ∙ ℎ 	 (3)

where:
ρ	–	density of a shield made of steel with a density of 7,860 kg/m3 (Flis, 

Sperski 2011).

Projectile and shield parameters are presented in Figure 11 (Sperski 2009).

Fig. 11. Projectile upon impact with the shield

The initial velocity of the center of mass of a system composed of a projectile 
with mass m and a shield with mass m1 is calculated with the use of the following 
equation:
	 𝑣𝑣0 =

𝑚𝑚
𝑚𝑚 +𝑚𝑚1

∙ 𝑣𝑣𝑝𝑝 	 (4)

where:
vp – the projectile’s velocity upon impact.

The distance that has to be traveled by the projectile to achieve a terminal 
velocity of 0 is referred to as the braking distance, and it is equivalent to the 
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thickness of the penetrated shield. A projectile’s braking distance is calculated 
with the use of the below formula (Sperski 2009): 

	 𝑠𝑠 = (𝑚𝑚 +𝑚𝑚1)
2 ∙ π ∙ 𝑑𝑑 ∙ ℎ ∙ 𝑅𝑅𝜏𝜏

 	 (5)

where:
Rτ	–	the shear strength of the shield material, which is calculated with 

Huber’s equation:

	 𝑅𝑅𝜏𝜏 = 0.577 ∙ 𝑅𝑅𝑚𝑚 	 (6)

where: 
Rm – the material’s tensile strength which, in this case, equals 1,100 MPa. 

The projectile’s terminal velocity after shield penetration is calculated with 
the following equation (Sperski 2009): 

	 𝑣𝑣𝑘𝑘 = √𝑣𝑣02 −
2 ⋅ 𝜋𝜋 ⋅ 𝑑𝑑 ⋅ ℎ2
𝑚𝑚 +𝑚𝑚1

⋅ 𝑅𝑅𝜏𝜏 	 (7)

The following formula is applied to calculate shield penetration time (Sperski 
2009): 

	 𝑡𝑡𝑘𝑘 =
𝑚𝑚 +𝑚𝑚1

𝜋𝜋 ⋅ 𝑑𝑑 ⋅ ℎ ⋅ 𝑅𝑅𝜏𝜏
⋅ (𝑣𝑣0 − 𝑣𝑣𝑘𝑘) 	 (8)

The above calculations were performed in Matlab.
The results of the calculations performed in Matlab for a projectile that 

travels in vacuum and does not penetrate the shield are presented in Table 1. 

Table 1
Calculations for a projectile that does not penetrate the shield

Projectile’s mass [kg] 0.019
Muzzle velocity [m/s] 736.2
Caliber [m] 0.00726
Shield thickness [m] 2.8
Shield density [kg/m3] 7,860
Tensile strength [MPa] 1,100
Shear strength 634.7
Nose shape factor [⁰] 0.33
Acceleration of gravity 9.81
Height of the shooter [m] 1.72
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Range [m] 2,532.5
Time of flight [s] 3.44
Velocity upon impact [m/s] 769.94
Volume of shield material displaced upon impact [m3] 0.94
Initial velocity of the system’s center of mass [m/s] 15.19
Distance traveled by projectile after impact [m] 2.64
Projectile’s velocity after impact [m/s] 0
Shield penetration time [s] 0

The results of the calculations performed in Matlab for a projectile that 
travels in vacuum and penetrates the shield are presented in Table 2. 

Table 2
Calculations for a projectile that penetrates the shield

Projectile’s mass [kg] 0.019
Muzzle velocity [m/s] 736.2
Caliber [m] 0.00726
Shield thickness [m] 2.8
Shield density [kg/m3] 7,860
Tensile strength [MPa] 1,100
Shear strength 634.7
Nose shape factor [⁰] 0.33
Acceleration of gravity 9.81
Height of the shooter [m] 1.72
Range [m] 2,532.5
Time of flight [s] 3.44
Velocity upon impact [m/s] 769.94
Volume of shield material displaced upon impact [m3] 0.94
Initial velocity of the system’s center of mass [m/s] 15.72
Distance traveled by projectile after impact [m] 2.83
Projectile’s velocity after impact [m/s] 14.89
Shield penetration time [s] 0.0192

Conclusions:
The results indicate that the projectile will not penetrate the shield if shield 

thickness exceeds the distance traveled by the projectile upon impact. The range 
and time of flight can be determined when the projectile penetrates the shield.

cont. Table 1
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Ballistic coefficient

The ballistic coefficient (BC) of a projectile is its ability to overcome air 
resistance, such as wind, during flight. This parameter is largely influenced by 
a projectile’s geometric dimensions that affect aerodynamic drag. Aerodynamic 
drag, such as wind force, slows down a moving projectile. The ballistic coefficient 
is calculated with the use of the following equation: 

	 BC = SD
ⅈ  	 (9)

where: 
SD	– sectional density determined with the GR calculator,
i	 – form factor which, in this case, is given by the following formula: 

	 ⅈ = 2
𝑛𝑛 ⋅

√4 ⋅ 𝑛𝑛 − 1
𝑛𝑛  	 (10)

where:
n – caliber of an ogive-tipped projectile.

The closer the value of BC is to one, the lower the aerodynamic drag and the 
more stable the projectile’s flight. The designed projectile has a BC of 0.7798.

Gyroscopic stability

A fired projectile is subjected to gyroscopic drift which is an interaction 
between the projectile’s mass and aerodynamic forces. One of such forces is wind  
which exerts an adverse impact on a projectile’s trajectory. A projectile has  
to be stabilized to ensure that it precisely hits the target. This is accomplished 
through gyroscopic stabilization. Projectiles for high-precision rifles are affected 
by gyroscopic precession when:

–	a projectile rotates around its axis of symmetry with a certain speed –  
the higher the projectile’s spin rate, the greater the gyroscopic motion,

–	the direction of a projectile’s rotation around its axis of symmetry does not 
change, 

–	the forces acting on a projectile can rotate the projectile by as much as 90°,
–	a projectile is characterized by complex motion in three-dimensional space, 

which resembles that of a spinning top.
Gyroscopic stability is determined by the twist rate of the barrel. The twist 

rate should equal 1, and it should be higher than 1.2 for sporting projectiles and 
higher than 1.5 for military projectiles to guarantee stability (Ejsmont 2019).
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This solution is not free of defects, and it can lead to the horizontal deflection 
of a projectile. The projectile can be stabilized or the twist rate can be decreased 
to minimize horizontal deflection. The gyroscopic spin of a projectile can be 
calculated with a formula developed by Bryan Litz (Ejsmont 2019):

	 𝑍𝑍 = 1.25 ⋅ (𝑠𝑠𝑔𝑔 + 1.2) ⋅ 𝑡𝑡1.83 	 (11)

where:
Sg	– gyroscopic stability factor calculated based on the Miller’s twist rule,
t	 – time of flight.

Influence of wind on a projectile’s trajectory

The presented examples apply to ideal conditions that are very difficult 
to achieve. Wind often influences a projectile’s territory. A projectile can be 
deflected by crosswind that blows from right to left or from left to right, as well 
as by headwind that blows in the opposite direction of a projectile’s flight path. 
These influences are very difficult to eliminate. Wind phenomena have been 
extensively studied, but their effect on a projectile’s path is difficult to model.  
To compensate for this path deviation, the sighting components have to be adjusted 
based on the direction and speed of wind. The elevation angle at which the 
projectile leaves the muzzle has to be calculated. The Minute of Angle (MOA) 
adjustments to compensate for bullet drop at different wind speeds is given  
in Table 3. Wind angle was set at 90° and range at 500 m.

Table 3
Projectile’s speed under different weather conditions

Wind speed 
[m/s]

Time of flight 
[s]

Velocity upon impact 
[m/s] MOA

2 0.763 574 1.3
3 0.763 574 1.9
5 0.763 574 3.2

The time of flight and velocity upon impact with a target situated at a distance 
of 500 m are identical at different wind speeds, but the MOA ranges from 1.3  
to 3.2. The MOA is critical for sighting the scope of a sniper rifle. The calculations 
were performed with the use of an online calculator, and they account for weather 
conditions such as temperature and barometric pressure. The parameters  
of a projectile influenced by a wind angle of 90° are presented in Table 4. 
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Table 4
Calculations for a projectile influenced by wind

Projectile’s mass [kg] 0.019
Muzzle velocity [m/s] 736.2
Caliber [m] 0.00726
Shield thickness [m] 2.8
Shield density [kg/m3] 7,860
Tensile strength [MPa] 1,100
Shear strength 634.7
Nose shape factor [⁰] 0.33
Acceleration of gravity 9.81
Height of the shooter [m] 1.72
Range [m] 2,532.5
Time of flight [s] 3.44
Velocity upon impact [m/s] 574
Volume of shield material displaced upon impact [m3] 0.94
Initial velocity of the system’s center of mass [m/s] 14.21
Distance traveled by projectile after impact [m] 2.32
Projectile’s velocity after impact [m/s] 13.45
Shield penetration time [s] 0.0175

Conclusions:
The projectile’s parameters are influenced by the direction of wind. When the 

direction of wind changes, the projectile’s velocity upon impact also changes, and 
shield thickness that can be effectively penetrated by the projectile decreases. 
Therefore, the MOA has to be optimized to guarantee that the projectile precisely 
hits the target.

Animation of cartridge motion

When a round is fired, the cartridge is separated into two parts: the projectile 
and the shell. The spent shell is ejected from the chamber, and the projectile  
is fired from the muzzle (Fig. 12). The projectile travels towards the target and 
is flattened upon impact (Fig. 13). The projectile’s trajectory was modeled in 
vacuum and under the influence of light wind with a speed of 2 m/s. The flattening  
of the projectile upon impact with the target was modeled in the animation.  
The tungsten carbide core is visible upon impact. 
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Fig. 12. Projectile leaving the muzzle

Fig. 13. Projectile upon impact with the target

Summary

The structure of a cartridge for a sniper rifle was described. The design 
process and basic calculations were presented. The projectile’s behavior under 
different weather conditions was simulated. The designed cartridge was patented 
(Syroka, Skłodowska 2020). 
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A b s t r a c t

Article presents the simulation model and the study of the basic mechanisms of the GSh-23 
aviation autocannon. The research made use of Solid Edge ST9 software and the multibody systems 
method implemented in it. Simulation of functioning cannon mechanisms was carried out for two 
variants of forcing a piston mechanism movement by the gunpowder gases. The results obtained 
are time courses of a bolt and a cartridge belt drive mechanism elements movement. Assumed 
variants of a piston mechanism movement and elaborated simulation model will be verified in the 
next (planned) stage of studies basing on the results of the measurements of the experimental 
kinematic parameters utilising high-speed camera (Phantom) and TEMA software.

Introduction

In the process of designing and developing the rules of operation of aviation 
weaponry assumptions regarding the period of device reliable operation and 
range of services are made, which is reflected in device expected lifespan 
provided by the producer (or prescribed way of tracking its current technical 
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condition). However, in the result of a long-term exploitation of the aviation 
armament there is sometimes a necessity to use equipment after the lifespan 
given by the manufacturer. In that scenario the need to define a new lifespan 
value or to change the way of exploitation to exploitation by technical condition 
arises (Jasztal et al. 2007). Introduction of any changes in that aspect requires 
conducting range of studies related to the cognition of physical phenomena 
determining loss of durability of individual components, as well as identification  
of diagnostic parameters which allow tracking of device current technical 
condition. Unfortunately, there is often no possibility to use manufacturers 
full technical and test documentation, while only chosen statistical information 
from exploiting the device is available. Therefore there is a need to conduct 
such studies, of which inevitable is carrying out expensive and time-consuming 
experimental investigation. However, the number of planned experiments can 
be minimalised by usage of modern modelling, calculation and simulation 
environment CAD/CAE (Jasztal 2006, 2017). It is possible to simulate 
functioning of a selected mechanism or a whole device for different conditions 
of its work in such environments, registering values of selected parameters. 
Modelling wide range of exploiting situations makes identification of diagnostic 
parameters, determining device reliability condition, same as development  
of weapon malfunctions or mechanical failures models possible.

Following work discusses modelling and simulation of functioning mechanisms 
of the 23-mm twin-barreled GSh-23 aviation autocannon (Fig. 1), intended for 
being fired from the aircraft at both aerial and ground targets (23 mm DZIAŁKO 
LOTNICZE GSz-23Ł 1990). A GSh-23 cannon was an integral cannon armament 
of MiG-21 and MiG-23 fighters. It has also found its application in a SPPU-22-01  
suspended gun pod, carried by Su-15TM, Su-17TM, Su-22M, Yak-28PM and 
Yak-38 aircraft. It was also mounted in tail gunner turret of bombers: Tu-95, 
Tu-22, transport aircraft: Il-78, Il-76 and patrol aircraft: Tu-142. Mi-24D/M 
attack helicopters carried UPK-23-250 gun pods armed with GSh-23 cannon. 
Another version, Mi-24VP had fixed NPPU-23 movable mounting with GSh-23 
cannon (Gruszczyński 1993).

Fig. 1. GSh-23 autocannon 
Source: own elaboration.
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The mechanism of the twin-barreled GSh-23 autocannon works on the 
principle of using gunpowder gases energy. The gases are discharged from 
barrels to the gas distributor. Reloading action of one of the cannon barrel  
is operated by the energy of expanding gases released by firing the other barrel. 
Driving link of the mechanism are sliders with gas shafts. Figure 2 presents  
a sliders scheme of operation. A cannon has two sliders (7, Fig. 2), kinematically 
joined with connectors (10, Fig. 2) and connecting lever (2, Fig. 2). During one 
full cycle of operation, every slider moves only in one direction (backward  
or forward). When the projectile passes the gas discharge holes in the barrel 
tube, the gunpowder gases are fed simultaneously into space in front of the 
piston of the retreating stem with slider and space behind the piston of the 
returning stem and slider. Due to the gunpowder gases, the stems begin to move: 
one backwards and the other forwards. When the movement of the stems with 
the slide occurs, the acceleration mechanisms, the so-called cam mechanisms, 
begin to work. One of them, by means of the bolt, feeds the cartridge into the 

1 – base of the lift, 2 – connecting lever, 3 – left front plug, 4 – right front plug,  
5 – gas distributor, 6 – accelerator, 7 – slider, 8 – connecting rod, 9 – bolt, 10 – connector,  

11 – gas stem, 12 – feeder collector, 13 – feeder drum, 14 – feeder connecting rod,  
15 – feeder star, 16 – multi-spline shaft

Fig. 2. Diagram of the basic mechanism of the autocannon: a – body connecting the 
mechanisms, b – acceleration mechanism, c – feeding mechanism

Source: own elaboration.
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chamber and ejects the previous cartridge case forward. The second, by means 
of the recoil, the bolt and the projections in the breech chamber, draws the 
cartridge case from the cartridge chamber and lowers it. This happens so that 
the case is ejected forward during the next cycle. The cartridge of the cannon 
is locked in the cartridge chamber by lateral displacement of the bolt (9, Fig. 2), 
which at the same time serves as a feeding element. The cannon has two bolts. 
Each of them is connected to its slider by a connecting rod (8, Fig. 2) and an 
accelerator (6, Fig. 2). The cam device is responsible for smooth acceleration and 
deceleration of the bolt (23 mm DZIAŁKO LOTNICZE GSz-23Ł 1990).To charge 
the cannon with cartridges one ammunition belt is used. The feeding mechanism 
is used here. The belt is moved by the feeder star (15, Fig. 2) which is connected 
kinematically through a connecting lever (2, Fig. 2) with the driving link of the 
mechanism (23 mm DZIAŁKO LOTNICZE GSz-23Ł 1990). During one cycle 
of the mechanism, the feeding unit moves the belt one stroke. Each cartridge 
is lowered by means of front and rear feeders to the feed line (i.e. to the bolt 
clamps). The feeders are kinematically connected to the sliders. Cartridges are 
inserted sequentially into each of the barrels by means of the bolts. 

The accelerating and feeding mechanisms presented above are the basic 
mechanisms of the weapon and thus became the object of research within the 
framework of this work.

Simulation model 

The complex character of interactions of the elements of the weapon 
mechanism causes difficulties in description and analysis using the classical 
mathematical relationships. Hence, numerical simulations are commonly used 
in this type of applications (Florio 2011, Huai-Ku et al. 2007, 2009, Shipley 
et al. 2006, Pathak et al. 2006, Urriolagoitia-Sosa et al. 2011, Wei Wu 
et al. 2013). The use of computer methods for the analysis of kinematics and 
dynamics of weapon mechanisms is realised by two methods: the method of 
multibody systems (Schabana 2005, Schiehlen 1997, Tomulik et al. 2011) 
and the finite element method (Zienkiewicz et al. 2005, Logan 2007). However,  
it should be noted that in the case of modelling various types of mechanisms, 
the method of multibody systems is more useful, as it assumes that all elements 
of the mechanism are rigid bodies connected to each other by means of various 
types of elements defining the degrees of freedom of a given connection  
(e.g. connections: linear, cylindrical, spherical, rotational etc.). Literature analysis 
of utilization of the multibody system indicates that it is successfully applied to 
solve the problem that is being researched in this work (Shipley et al. 2006, 
Huai-Ku et al. 2007, 2009, Ni et al. 2011, Platek et al. 2015).
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The first phase of building a simulation model of analysed mechanisms was 
to create CAD geometric model of those mechanisms parts and creation of an 
assembly model of the researched gun. For this purpose, Solid Edge ST9 software 
was used. Dimensions needed to create models of this gun were obtained from 
own measurements of that gun parts located in Aircraft Armaments Laboratory 
at the Military University of Technology, Warsaw, Poland. An assembly model 
prepared in this way was checked for geometric correctness using an automatic 
collision detection procedure and is shown in the Figure 3.

Fig. 3. CAD assembly model of the GSh-23 autocannon 
Source: own elaboration.

To prepare and simulate the movement of the researched mechanisms, 
DST (Design Simulation Technologies) module implemented in Solid Edge ST9 
software was used. At this stage of preparation of the simulation a necessary 
relationships between particular CAD models of the cannon elements were 
introduced. The following relationships were used: revolute joint, planar joint, 
translational joint and cylindrical joint. Moreover, it was assumed that the value 
of the friction coefficient between individual elements of the mechanism is zero. 
After introduction of the necessary relationships for particular kinematic pairs, 
a model ready for analysing basic kinematic sequence was obtained.

In this work the functioning of the acceleration mechanism basic kinematic 
sequence was analysed: gas stem – slider – accelerator – connecting rod – bolt 
as well as ammunition belt pulling mechanism: gas stem – slider – connecting 
lever – feeder collector – feeder drum – feeder star. To predefine the forcing 
motion to simulate the movement of the mechanism, the tactical- technical 
information of the GSh-23 autocannon given by the producer were used. Rate 
of fire of 3000 rounds per minute was adopted, which translates to the time 
needed to fire one round being t = 0.02 s. Dislocation of the gas stems due to the 
usage of part of the gunpowder gases energy is 110 mm, however during firing 
one shot the feeder drum rotates 90 degrees. 

Considering the fact that on the realised stage of the research there was  
no available information regarding the time course of gunpowder gases pressure 
affecting the gas piston during the shot, in these tests it was assumed to conduct 
a simulation of the movement of the mechanisms for two adopted variants. 
In defining the first one preset displacement of the gas piston was used  
(eng. Displacement) and in the second one preset velocity of the gas piston was 
introduced (eng. Velocity). 
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First variant conventionally referred to as “Displacement” (D) assumed that 
both slider and feeder drum move in uniformly accelerated motion in a timestamp 
from 0 to t = 0.01 s and then uniformly decelerated motion from t = 0.01 s  
to t = 0.02 s. This variant assumption was made that the gunpower gases pressure 
during the shot first increases in the gas cylinder and then decreases with the 
simultaneous action of the resistance forces of the cannon mechanism. Thus, 
the motion of the gas stem changes from uniformly accelerated to the half of its 
displacement, to uniformly decelerated to the end of its motion. 

The second variant of calculations, conventionally referred to as ”Velocity” 
(V ), assumed uniformly accelerated motion of the gas stem in the whole range 
of its displacement. This variant assumes that the gas stem is accelerated from 
the beginning to the end of the movement by the increasing pressure of the 
gunpowder gases. The assumed displacement and velocity of the gas stem as  
a function of time are shown in Figure 4. 

Fig. 4. The dependence of: a – displacement and b – velocity of the gas stem as a function of time 
for two forcing variants – Displacement (D) and Velocity (V )

Source: own elaboration.
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After defining the elements belonging to the basic kinematic sequence of the 
GSh-23 autocannon, assigning necessary relationships and introducing initial 
conditions, the simulation of the mechanism motion was carried out.

Research findings and their discussion 

The final element of the work was to make the calculations of the kinematic 
parameters of the examined mechanism selected elements and to generate graphs 
showing the kinematic dependencies between individual elements of the GSh-23 
autocannon mechanism model during single shot. For this purpose, the Solid Edge 
ST9 software functions were used, enabling the desired kinematic parameters 
to be plotted against time. For comparing the kinematic parameters of selected 
elements of the mechanism, it was necessary to use the function of exporting 
numerical values of measured parameters to the Excel programme. This allowed 
creating any graphs facilitating comparison and drawing conclusions about 
mutual displacement of the elements of examined kinematic sequence. 

The basic kinematic sequence of the cannon is responsible inter alia for 
transfer of the movement from the gas stem to the bolt using the acceleration 
mechanism. Therefore, it seems interesting to present the portrayal of the 
gas stem and bolt displacement on one graph (Fig. 5), which shows that the 
acceleration mechanism causes a much larger range of motion of the bolt than 
the gas piston. Namely, the bolt travels more than 1.8 times longer distance 
than the gas stem, which allows insertion of the relatively big cartridge into 
the bolt clamps and feeding it to the chamber despite a much smaller range  
of motion of the gas stem. Furthermore, determination of the bolt velocity during 
its movement shows that the acceleration mechanism causes an increase in the 
bolt movement velocity, which the maximum value is approximately 3.7 times 
bigger than the maximum velocity of the gas stem.

Another function of the basic kinematic sequence of the cannon is realisation 
of sending the cartridges to the bolt clamps. It is done i.e. through transmission 
of power from the gas stems, through sliders to the connecting lever, which 
drives feeder collector, feeder drum and feeder star which pulls the ammunition 
belt. Hence the values of the angular deflection of the connecting lever, feeder 
collector and feeder star were determined for the two assumed variants of gas 
stem displacement considered in this work (Fig. 6). 

On their basis it was found that the angular deflection of aforementioned 
parts is directly proportional to the displacement of the gas piston.
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Fig. 5. The dependence of displacement of the gas stem and bolt as a function of time  
for two forcing variants: a – Displacement (D), b – Velocity (V ) 

Source: own elaboration.

Fig. 6. Angular deflection of the connecting lever, feeder collector and feeder star  
as a function of the gas stem displacement 

Source: own elaboration.
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Conclusions

In this work graphs facilitating easier comparison of received parameters of the 
movement in two variants of forcing mechanism operation, called conventionally: 
Displacement (D) and Velocity (V ) were presented. These variants can be treated 
as two limit means of displacement of the gas stem for various characteristics  
of the course of gunpowder gas pressure coming from the barrel tube. The differences  
in course of displacement and velocity for chosen variant of the simulation were 
plotted against the time for: gas stem, bolt, connecting lever, feeder collector and 
feeder star. The comparative graphs for two variants of forcing the movement were 
also developed as the graphs of displacement and velocity of the gas stem and 
the bolt plotted against the simulation time. On their basis, it can be seen that 
the “more beneficial” variant of the gunpowder-gases-based gas stem movement 
is the first variant called conventionally Displacement, because it allows more 
smooth joining the movement and decelerating of the cannon mechanisms parts, 
which achieve far lower speeds and hence the kinematic energy of said parts 
during collisions with other elements is lower, which results in slower wear  
of mechanisms. It should be noted that nevertheless, the first variant of driving 
the piston still provides a proper operation of the main kinematic sequence  
of the cannon. Assumed variants of the piston mechanism movement as well as 
elaborated simulation model will be verified in the next (planned) stage of studies 
basing on the results of the measurements of experimental kinetic parameters 
utilising high-speed camera (Phantom) and TEMA software. 

It should also be noted that the created during the realisation 3D CAD models 
of the elements of the cannon paired with the assembly model and properly 
working simulation model have exceptional value as a didactic material for 
training of the Engineering and Aviation Service personnel operating this type 
of aviation weaponry. 

Funding: This work was financed by Military University of Technology under research project 
UGB 897/2021.
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A b s t r a c t

The presented study contains a sample of utilization of the control laws treated as kinematic 
relations of parameter deviations and realized in the process of ordered automatic control  
of a manipulating machine. Movement of the grasping end is considered in an inertial reference 
standard rigidly joined with an immobile working environment of the manipulator. The specificity 
of the control’s choice required creating program relations constituting the ordered parameters 
describing the movement of the manipulator’s elements. During work, the ordered parameters are 
compared to the parameters realized in the process of the grasping end’s work. This was deviations 
are determined, which thanks to properly prepared control laws are leveled by the manipulator’s 
control executive system.
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Introduction

Manipulating machines due to their accuracy and repetitive positioning 
properties are nowadays an essential part of different industries such as 
industrial processes, medical fields, and automotive industries. They are 
used to assist in dangerous, monotonous, and tedious work. Typical example 
applications of manipulating machines in industry include moving, arranging, 
packaging, cutting, welding, paint spraying and sanding. Task accomplishment 
is a consequence of movements of manipulator’s joints in single or multiple 
directions following a certain systematic pattern. The control variables are 
mainly position, velocity, force/torque or a hybrid combination of all.

The literature on dynamics modeling, control, application and performance 
analysis of manipulating machines is extensive. Systematic overview can be 
found in (Ajwad et al. 2015, Jankowski 2005, Nizioł 2005, Singh, Krishna 
2015) and many others. However, as shown in the article (Ajwad et al. 2015), it is 
a myth that the area of manipulator control is already saturated. The continuous 
advancement of science and technology and the improvement of people’s living 
standards promote the continuous development and improvement of autonomous 
robot and manipulators technology. In the design and research of the robotic 
arm, the design of the control system is often inseparably related to the overall 
dynamic performance, especially for the control of the robotic arm joint (Cai  
et al. 2021, Ivanov et al. 2020, Jankowski 2005, Wen et al. 2015). Robust path-
planning and control algorithms are sought that must ensure the stability of all 
intermediate configurations of the manipulator along the prescribed path (Bi 
2020, Singh, Krishna 2015). The method of incorporating constraint equations, 
holonomic and nonholonomic, into the kinematics or dynamics of the system at the 
modeling level was presented in papers (Bertoncelli et al. 2020, Jarzebowska, 
Sanjuan Szklarz 2017, Kłak, Jarzębowska 2021, Nejmark, Fufajew 1971). 
However, the available literature does not mention the introduction of control 
laws as nonholonomic constraints and their coupling with the dynamic equations 
of the manipulator motion. This research gap is filled by this study.

The studied issue is an innovative approach stemming from the previous 
works of the author (Ładyżyńska-Kozdraś 2009, 2012, Sibilska-Mroziewicz, 
Ładyżyńska-Kozdraś 2018) regarding modeling of dynamics and automatic 
control of flying objects. The positive results achieved within these works allow 
assuming that an analogical model of a controlled mobile object may be adopted 
with automatic control of the manipulating machine. The developed algorithm 
of the object control makes use of the complete nonlinear model of the object’s 
dynamics combining it with control rights treated as nonholonomic constraints.

Thus, the purpose of this topic is to compile control rights treated as non-
holonomic relations imposed on the manipulator’s arms’ movement. Mobile 
objects, such as manipulators and mobile robots, have a limitation of degrees 
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of freedom through control. The imposed relations limiting free movement, which 
are non-holonomic relations, are considered control rights. It was assumed that 
a manipulator moves with program movement, thus the control rights were 
determined as geometric and kinematic relations of deviations between the 
ordered and actual trajectory of movement of the grasping end. This distinguish 
the presented algorithm from among other control algorithms, which can be 
found in polish and foreign literature.

Kinematic model – realized parameters  
of the manipulator’s movement

When modeling of the movement of the manipulator frames of reference 
locating the object in space were assumed (Fig. 1). The primary frame of reference, 
in relation to which the manipulator’s movements were considered, is the rigid 
inertial system related with its immobile foundation O1x1y1z1. The grasping 
end is related with the gravitational system OCxgygzg with axes parallel to 
appropriate axes of the immobile system O1x1y1z1 as well as the grasping end’s 
own system OCxyz. It is a dextrorotary system, with start in the C joint and 
axis OCx directed along the line connecting point C with the center of mass K 
of the grasping end along with the weight carried by it. 

The study takes into account the example of a fictional manipulator, the model 
of which was selected in such a way, that it is possible to analyze a great variety 
of its kinematic pairs. And so (Fig. 1) two rotational parts were discriminated 

Fig. 1. Adopted frames of reference and locations as well as angular velocities  
of the elements manipulator 
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O1A and AB |𝑂𝑂1𝐴𝐴| = 𝑟𝑟1 = const. , |𝐴𝐴𝐴𝐴| = 𝑟𝑟2 = const.  rotations of which are described 
appropriately by angles φ1 and φ2 as well as angular velocities Ω1 and Ω2.  
The third arm – BC – is the moved arm (|𝑂𝑂1𝐴𝐴| = 𝑟𝑟1 = const. , |𝐴𝐴𝐴𝐴| = 𝑟𝑟2 = const. ),  
which can extend itself with angular velocity of Δ𝑙𝑙3̇ . However, the manipulator’s 
grasping end, the length of which rC is treated as the distance from point C  
to the center of mass K of the grasping end along with the weight carried by 
it, may perform any spherical movements in relation to joint C with angular 
velocity Ω3 (Fig. 1). Spherical movements of the grasping end were described 
with the use of quasi-Euler movements φ, θ, ψ (Nizioł 2005), combining the 
gravitational system OCxgygzg with the grasping end’s own system OCxyz. 

These angles create kinematic relations imposed on the end

	  Ω̄3 = 𝜔𝜔𝑥𝑥𝑖𝑖1̅ + 𝜔𝜔𝑦𝑦𝑗𝑗1̅ + 𝜔𝜔𝑧𝑧𝑘̅𝑘1  	

	 𝜔𝜔𝑥𝑥 = 𝜑̇𝜑 − 𝜓̇𝜓 sin 𝜃𝜃 	

	 𝜔𝜔𝑦𝑦 = 𝜃̇𝜃 cos𝜑𝜑 + 𝜓̇𝜓 sin𝜑𝜑 cos 𝜃𝜃 	

	 𝜔𝜔𝑧𝑧 = −𝜃̇𝜃 sin𝜑𝜑 + 𝜓̇𝜓 cos𝜓𝜓 cos 𝜃𝜃 	 (1)

Components ωx, ωy, ωz of the temporary angular velocity of grasping end 
Ω3 are linear relations of generalized velocities 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑 ,   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 ,  

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑   with coordinates 

depending on the generalized coordinates φ, θ, ψ .
The kinematic relations imposed on the grasping end of the manipulator are 

described by dependencies formulated based on Figure 1.
The vector of temporary location of the working end in the system O1x1y1z1:

	 𝑟̄𝑟𝐾𝐾 = 𝑟̄𝑟1 + 𝑟̄𝑟2 + 𝑙𝑙3 + 𝑟̄𝑟𝐶𝐶 = 𝑥𝑥𝑖𝑖1̄ + 𝑦𝑦𝑗𝑗1̄ + 𝑧𝑧𝑘̄𝑘1 	 (2)

	 𝑥𝑥 = 𝑟𝑟2 cos𝜙𝜙1 + (𝑙𝑙3 + Δ𝑙𝑙3) cos 𝜙𝜙2 sin𝜙𝜙1 + 𝑥𝑥𝐶𝐶  	

	 𝑦𝑦 = 𝑟𝑟2 sin𝜙𝜙1 − (𝑙𝑙3 + Δ𝑙𝑙3) cos 𝜙𝜙2 cos𝜙𝜙1 + 𝑦𝑦𝐶𝐶  	

	 𝑧𝑧 = 𝑟𝑟2 + (𝑙𝑙3 + Δ𝑙𝑙3) sin𝜙𝜙2 + 𝑧𝑧𝐶𝐶  	 (3)

The vector of temporary angular velocity of the end

	 Ω̄𝐾𝐾 = Ω̄1 + Ω̄2 + Ω̄3 = Ω𝑥𝑥𝑖𝑖1̄ + Ω𝑦𝑦𝑗𝑗1̄ + Ω𝑧𝑧𝑘̄𝑘1  	 (4)

	 Ω𝑥𝑥 = Ω2 cos 𝜙𝜙1 + 𝜔𝜔𝑥𝑥   	

	  Ω𝑦𝑦 = Ω2 sin𝜙𝜙1 + 𝜔𝜔𝑦𝑦  	

	 Ω𝑧𝑧 = Ω1 + 𝜔𝜔𝑧𝑧  	 (5)
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The vector of temporary linear velocity of the end

	 𝑉̄𝑉𝐾𝐾 = 𝑑𝑑𝑟̄𝑟𝐾𝐾
𝑑𝑑𝑑𝑑 = Ω̄1 ∙ 𝑟̄𝑟1 + Ω̄2 ∙ 𝑟̄𝑟2 +

𝛿𝛿𝑙𝑙3
𝛿𝛿𝛿𝛿 + Ω̄3 ∙ 𝑟̄𝑟𝐶𝐶 = 𝑉𝑉𝑥𝑥𝑖𝑖1̄ + 𝑉𝑉𝑦𝑦𝑗𝑗1̄ + 𝑉𝑉𝑧𝑧𝑘̄𝑘1  	 (6)

This way the kinematic relations, which provide information on the linear 
and angular location of the working end, realized during its work, were compiled. 
They were formulated in an inertial frame of reference O1x1y1z1 rigidly related 
with an immobile foundation of the manipulator and they constitute parameters 
realized by the automatically controlled manipulator.

Program relations – ordered parameters  
of the manipulator’s movement

A necessary element of each control system is the targeting algorithm realized 
by it. Such an algorithm imposes boundaries on the object’s movement. Thus, 
selection of the control method is very important.

In the case of a manipulator, in the situation, in which the grasping end is 
to perform a task specified in advance we assume, that the trajectory it should 
move along should be pre-ordered by the operator (Fig. 2). Thus it is a program 
movement, which is carried out along a spatial trajectory ordered in advance.

Fig. 2. Trajectory of the program movement of the manipulator’s grasping end
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Ordered program relations

	 𝐾𝐾0𝐾𝐾𝑘𝑘
∩

= 𝑠𝑠(𝑥𝑥𝑧𝑧, 𝑦𝑦𝑧𝑧, 𝑧𝑧𝑧𝑧, 𝑡𝑡) 	 (7)

	 𝑉𝑉𝐾𝐾(𝑡𝑡) = 𝑠̇𝑠(𝑥𝑥𝑧𝑧, 𝑦𝑦𝑧𝑧, 𝑧𝑧𝑧𝑧, 𝑡𝑡) 	 (8)

where: 
xz,yz,zz – ordered parameters of the grasping end’s movement.

In this case we are dealing, on one hand, with program geometrical relations 
(Eq. 7), which impose limitations on the spatial location of the manipulator’s 
grasping end, and on the other hand with kinematic ties (Eq. 8), which impose 
limitations on its velocity vector – tangent to the ordered trajectory of movement. 
Thus the program ties constitute the ordered parameters of the manipulator’s 
movement, which are compared to the parameters realized during targeting.

Control rights of the working end

Automatic control systems perform numerous types of tasks, which include: 
improvement of the dynamic properties of the controlled object, stabilization of 
the selected state parameters or directive changes of the ordered movement, 
performing the selected maneuvers, automatic realization of the object’ complete 
movement along with all of its phases. 

The proposed automatic control of the manipulating machine, according 
to the general concept show in the flowchart (Fig. 3), functions based on the 
previously calculated movement program and automatic stabilization utilizing 
the compiled control rights.

Fig. 3. Flowchart of the manipulator’s control executive system
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The control law were established in such a way that during movement  
of the manipulator deviations, which are the differences between the current state 
parameters (x, y, z, Vx, Vy, Vz, Ωx, Ωy, Ωz) and the ordered parameters (xz, yz, zz, 
Vx, Vy, Vz, Ωx, Ωy, Ωz) are read. These deviations after proper amplification (with 
the use of Kj

i amplification coefficient) are transferred to the executive system  
of the control system, causing the ordered movements of the manipulator’s arms.

	 𝑇𝑇1
𝜙𝜙1𝜙̇𝜙1 + 𝜙𝜙1 = 𝐾𝐾Ω𝑧𝑧

𝜙𝜙1(Ω𝑧𝑧 − Ω𝑧𝑧𝑧𝑧) + 𝐾𝐾𝑥𝑥𝜙𝜙1(𝑥𝑥 − 𝑥𝑥𝑧𝑧) + 𝐾𝐾𝑦𝑦𝜙𝜙1(𝑦𝑦 − 𝑦𝑦𝑧𝑧) + 𝜙𝜙10  	 (9)

	 𝑇𝑇1
𝜙𝜙2𝜙̇𝜙2 + 𝜙𝜙2 = 𝐾𝐾Ω𝑥𝑥

𝜙𝜙2(Ω𝑥𝑥 −Ω𝑥𝑥𝑥𝑥) + 𝐾𝐾Ω𝑦𝑦
𝜙𝜙2(Ω𝑦𝑦 − Ω𝑦𝑦𝑦𝑦) + 𝐾𝐾𝑧𝑧𝜙𝜙2(𝑧𝑧 − 𝑧𝑧𝑧𝑧) + 𝜙𝜙20  	 (10)

	 𝑇𝑇1
𝑙𝑙3𝑙𝑙3̇ + 𝑙𝑙3 = 𝐾𝐾𝑉𝑉𝑥𝑥

𝑙𝑙3(𝑉𝑉𝑥𝑥 − 𝑉𝑉𝑥𝑥𝑥𝑥) + 𝐾𝐾𝑉𝑉𝑦𝑦
𝑙𝑙3(𝑉𝑉𝑦𝑦 − 𝑉𝑉𝑦𝑦𝑦𝑦) + 𝐾𝐾𝑉𝑉𝑧𝑧

𝑙𝑙3(𝑉𝑉𝑧𝑧 − 𝑉𝑉𝑧𝑧𝑧𝑧) + 𝑙𝑙30 	 (11)

where:
T1

i	 – time constants,
Kj

i	 – control signals’ amplification coefficients.

The set control laws are strongly non-linear functions of time. These are 
kinematic ties, non-integrable, not directly brought down to geometric ties, 
this is why they constitute non-holonomic ties imposed on the movement of the 
manipulator’s arms (Nejmark, Fufajew 1971). In order to verify such control 
laws the non-linear model of the manipulator’s dynamics shall be adopted compiled 
with the use of analytical equations of movement for non-holonomic systems  
in generalized coordinates. 

Conclusions

The study presents the kinematics model and control laws describing non-
holonomic constraints imposed on the movement of manipulator’s joints. The 
resulting equations are kinematic ties of deviations between the realized and 
ordered parameters of movement of the grasping end of the manipulator. They 
determine the relations between the kinematic parameters of the grasping end, 
and the possible deviations of the individual manipulator’s joints, which are time-
determined thanks to Ti time constants. This way the control laws, along with 
movement equations, determine the behavior of the manipulator on the route 
during tracking, in order to enable its optimum control. They allow to introduce 
automatic control of the grasping end moving along a programmed route.
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A b s t r a c t 

This article presents issues related to assessing the degree of wall salinity to select plaster 
systems for renovations of damp building walls. The most commonly used salt concentration tests 
pose many difficulties. If used uncritically, they risk failing to select the right system or its incorrect 
make. The accuracy of the colorimetric method for testing chloride, nitrate, and sulphate content was 
analysed to exemplify the magnitude of the problem. Both multi-salt solutions of known concentrations 
and unknown composition extracted from drillings in the walls of a historical facility were examined. 
A comparative methodology using ion chromatography as a standard was employed in the research. 
The analytical methods and the selected modules of the „Statistica” software were used to analyse 
data and present the results. The colorimetric method has been shown to distort salt concentration 
values, posing a risk of unsuccessful repair work on high-salinity walls. A method for determining 
the correction reducing the measurement error has been proposed. The factors affecting the error 
were also mentioned. Attention has also been drawn to the resolution and application of a method 
with a correct concentration range intended to improve work efficiency and optimize the costs 
incurred in renovating the salty wall. 
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Introduction

When in operation, each facility is continuously exposed to adverse outdoor 
conditions. If the walls are not adequately protected, they may become wet and 
thus salty, as the transported water is, in fact, always a salt solution. Depending 
on the magnitude of the phenomenon, the salts cause relatively great damage to 
building materials due to crystallization. This problem has been known for years. 
In 420 B.C. Herodotus (420BC), an ancient Greek historian, said, “I observed… 
that salt exuded from the soil to such an extent as even to injure the pyramids”. 
In modern times, information on this issue appeared already in 1895 (Luquer 
1895). Doehne estimated that in 2002, there were more than 1800 bibliographic 
entries in the scientific literature on the destruction of porous material caused 
by salts (Doehne 2002). Many of them have been cited in literature extensive 
review by Doehne (2002), Goudie, Viles (1997) and Charola (2000).

The impact of the three salts (chlorides, nitrates and sulphates) is assumed 
to be the most significant for the building material (Pavlíková et al. 2011, 
Peřinková et al. 2021, Wójcik 2006). These are substances covered by 
instructions and recommendations from industry institutions and manufacturers. 
For example, the EUREKA EU-1270 programme proposed a salinity grade 
and damage classification based on the salt type and concentration (Tab. 1) 
(Stillhammerová 2006).

Table 1
EUREKA EU – 1270 salinity degree classification (% in mass)

Salt type Class 0 Class 1 Class 2 Class 3 Class 4
Chlorides 0.00-0.01 0.01-0.03 0.03-0.09 0.09-0.28 >0.28
Nitrates 0.00-0.01 0.01-0.05 0.05-0.15 0.15-0.50 >0.50
Sulphates 0.00-0.02 0.02-0.08 0.08-0.24 0.24-0.77 >0.77

This classification uses five basic salinity degrees and identifies possible 
hazards and degradation degrees caused by these salts. According to Table 1 
(Stillhammerová 2006), salinity classes are defined as follows:

–	 Class 0 – low salt concentration (trace amounts), no damage to the wall; 
–	 Class 1 – very low salinity of the structure. Structures that are continuous 

moisture-borne engage in water capillary action (or other unfavourable 
phenomena) and may get damaged;

–	 Class 2 – average salinity of the structure. The life of the plasters and 
paintings is slightly reduced;

–	 Class 3 – high salinity of the structure. The life of plaster and paintings 
is reduced considerably. Despite the use of active vertical isolation, the wall  
is wet due to the hygroscopic nature of the salt; 

–	 Class 4 – extra high salinity. The structure gets destroyed in a very short 
time.
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In the context of damage, this classification is rather general because,  
in reality, the size of the damage is affected by the structure of the material 
under analysis. A small quantity of salt can cause extensive damage in material 
with small pore diameters, and conversely, high concentrations will not result 
in significant changes in materials with large pore diameters (Bläuer Böhm 
2005). Such classifications only make sense if they refer to specific materials. 
Manufacturers of renovation plaster systems are well aware of this. Their products 
are designed to withstand the relevant concentration ranges. Depending on the 
substrate salinity, the contractor then selects appropriate materials to make 
the plaster resistant to harmful salts for up to 20 years. To simplify the wall 
renovation technology, manufacturers and contractors use a common classification 
language. The WTA Instructions 2-9-04, issued by the Technical and Scientific 
Association for Building Protection and Conservation of Monuments (WTA – 
Wissenschaftlich-Technische Arbeitsgemeinschaft für Bauwerkserhaltung und 
Denkmalpflege), serves as a reference (Wójcik 2010). Three salinity degrees 
for the three salts are defined in the WTA instructions (Tab. 2) (WTA Merkblatt 
2-9-04… 2004). The plaster systems used are WTA-certified and are assigned  
to specific salinity concentration ranges. They are used to determine the number of  
system components and layer thicknesses (Tab. 3) (WTA Merkblatt 2-9-04… 2004). 

Table 2
WTA salinity degree classification no. 2-9-04 (% in mass)

Salt type Low Medium High
Chlorides <0.2 0.2-0.5 >0.5
Nitrates <0.1 0.1-0.3 >0.3

Sulphates <0.5 0.5-1.5 >1.5
Total salts 0.1-0.4/ 1 0.4-1.0/ 1 >1.0

1 If the nitrate content accounts for more than 50% of the total salinity, low and medium salinity 
shall be ranked one degree up

Table 3
Renovation plaster system components according to WTA no. 2-9-04

Salinity degree Layer layout Thickness
[mm]

Low Rendering
Renovation plaster

≤5
≥20

Medium to high Rendering
Renovation plaster
Renovation plaster

≤5
10-20
10-20

Rendering
Base plaster 

Renovation plaster

≤5
≥10
≥15
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Knowledge of of salt concentrations is of key importance here (Pavlíková 
et al. 2011, Konca et al. 2016, Gaczek, Fiszer 2014, Knop 2016, Nocoń 2016).  
The pores of WTA restoration plasters are hydrophobic, which limits the deposition 
of salt in the plaster coating. If the substrate exhibits a medium to a high 
degree of salinity, double layer systems should be used, often with a base plaster 
storing salts (Gaczek, Fiszer 2014) (Tab. 3). If the salinity of the substrate 
is incorrectly determined, mainly understated, the volume of the storage layer 
may be too small, which will cause premature saturation of the system and entail 
the necessity to rework, which involves significant costs. The situation is similar 
for the opposite. If concentrations get overestimated, the accepted (exaggerated) 
thickness of the storage layer puts the investor at risk of incurring unreasonable 
costs. Consequently, the investor questions the work effectiveness or states an 
abuse of material and thus refers the case to court. The judicial decisions are 
made based on the commissioned studies with the highest possible accuracy. 

Contractors and architects typically use simple strip tests for salinity 
diagnostics. Some claim that they are estimates and do not give accurate results. 
There are no studies in the scientific literature describing the accuracy of these 
methods. Oberta used the colorimetric method (KOL) to research the capillary 
zone electrophoresis (CZE) method. The results showed deviations from the 
actual salt concentrations (Tabs. 4, 5) (Oberta 2015). 

Table 4
Comparison of test results for concentrations of water-soluble salt (Cl‑)  

obtained using the CZE method

Type 
of material

Solution concentration
real [%]

Solution concentration 
determined with CZE [%]

Deviation
in the results [%]

Brick 1.57 2.17 38.22
Sandstone 0.61 0.83 36.07
Limestone 0.99 1.77 78.79

Table 5
Comparison of test results for concentrations of water-soluble salts  

obtained using the CZE and KOL method

Type of 
material

Concentration of solutions determined 
with KOL [%]

Concentration of the solution 
determined with CZE [%]

Cl¯ NO3̄ SO4
2¯ Cl¯ NO3̄ SO4

2¯
Brick 0.26 (0)1 0.30 (11)1 0.26 (-7)1 0.26 (0)2 0.27 (-11)2 0.28 (7)2

Sandstone 0.20 (-5)1 0.12 (-43)1 0.14 (-26)1 0.21 (5)2 0.21 (43)2 0.19 (26)2

Limestone 0.28 (0)1 0.32 (10)1 0.24 (-4)1 0.28 (0)2 0.29 (10)2 0.25 (4)2

1	The value in brackets refers to the difference between the results obtained using the KOL and 
CZE methods

2	The value in brackets refers to the difference between the results obtained using the CZE and 
KOL methods
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The CZE method overstated the results by 36-79%. On the contrary, tests 
using the CZE and KOL methods (Tab. 5) gave similar values for chlorides. 
The difference in the results obtained using the KOL and CZE methods was 
-5-0%. It can thus be assumed that the deviation found in Table 4 for the CZE 
method is also applicable to the KOL method. For other salts, the differences  
in results obtained using CZE and KOL were more pronounced. For nitrates, 
they were -43-11% and -4-26% for sulphates. In both cases, the largest deviations 
applied to sandstone. Unfortunately, concerning nitrates and sulphates, it is 
difficult to make similar assumptions as for chlorides, as no comparison was 
made for CZE with the actual concentrations of these salts. Thus, we do not 
know what discrepancies (even hypothetical) can be expected when determining 
nitrate and sulphate concentrations using colorimetry. On the other hand, these 
parameters are very important for renovation works in salty facilities and should 
be carefully examined. In this work, the accuracy of colorimetric methods used 
in repair technology using renovation plasters was analysed for all of the above-
mentioned salts. 

Materials and Methods

The following elements have been used for testing:
–	 Chloride titration test set in the range of 2-200 mg/L (0.0002-0.0200%) Cl ;̄
–	 Nitrate Test strips in the range 10-25-50-100-250-500 mg/L (0.0010-0.0025- 

-0.0050-0.0100-0.0250-0.0500%) NO3̄;
–	 Sulphate Test strips in the range <200->400->800->1200->1600 mg/L 

(<0.02->0.04->0.08->0.12->0.16%) SO4
2 .̄

Parallel, relevant concentrations were determined for the same solutions 
using ion chromatography (IC). Borelli described it as highly accurate (Borrelli 
1999). The authors’ own studies confirmed this opinion. The accuracy of the 
chromatograph used proved very high. For the tests, a chromatograph equipped 
with a conductometric detector and UV-vis detector with a photodiode array and 
an ion-exchange column dedicated to separating anions such as chlorides, nitrates 
and sulphates was used. An external standard was used for determining the so-
called calibration curve. It showed a correlation between the value measured by 
the apparatus and the test substance concentration. It was based on an analysis 
of several samples of known concentrations and integrals, the so-called peaks 
on the chromatogram (Fig. 1). The results of the studies exhibited a very high 
degree of correlation. 

Model fit to the trial through the coefficient of determination R2 (the closer  
it is to unity, the better the fit). When determining calibration curves for chlorides, 
nitrates and sulphates, the R-square (R2) approximation value was always above 
0.9998 (Tab. 6, Fig. 2). However, for comparing several populations of result, 
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a coefficient of variation was used (RSD – relative statistical deviation) (if the 
resulting RSD is less than 25%, the results are assumed to be only slightly 
variable). For the calibration curves, the coefficient of variation of the RF response 
factor (RF %RSD) were 1-6% (Tab. 6, Fig. 2), where the RF response factor was 
defined as the quotient of the peak surface area and the concentration (or vice 

Fig. 2. Correlation curves of chlorides, nitrates, and sulphates

Fig. 1. Chromatogram with marked peaks for (a) chlorides, (b) nitrates, (c) sulphates
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versa) of the standard solution. Therefore, the curve presented a very good fit 
to the results in the analysed range. Statistically, all values calculated from the 
correlation function obtained were subject to a minor error.

Table 6
Comparison of the obtained statistical calibration curves

Correlation curve R2 RF %RSD

Chlorides 0.999870 6.34

Nitrates 0.999997 1.12

Sulphates 0.999883 4.17

It was planned to run tests on two types of samples to determine the accuracy 
of the colorimetric method. In particular, measurements were performed for 
solutions of known and unknown concentrations. First, solutions with known 
concentrations were analysed in the ranges corresponding to the colorimetric 
method. Three multi-saline solutions were prepared: NaCl, NaNO3 and NaSO4 
with (in mass) concentrations according to Cl¯ – NO3̄  – SO4

2 ,̄ proportions as 
given below:

•	solution no. 1:	 0.0000-0.0000-0.0100%;
•	solution no. 2:	 0.0005-0.0010-0.0200%;
•	solution no. 3:	 0.0010-0.0025-0.0400%.
Tests on samples of unknown concentrations were then performed. The salt 

solutions were extracted from wall drillings of building facilities. 10 g of material 
was weighed, poured into 100 mL of demineralized water, stirred for 30 s, and 
filtered through quantitative hard filter papers (type 390, weight 84 g/m2). 
Individual samples (drillings) differed by colours, so they were grouped according 
to them. In this way, seven groups with three samples each were obtained, 
on average. An attempt was made to determine the discrepancy between the 
colorimetric method and ion chromatography results with such a population 
of results. To this end, the results obtained by the IC method were taken as  
a reference against which the results obtained in the KOL methods were 
compared. Deviations from the IC method were obtained. 

Results

Solutions of Known Concentrations

When testing nitrate concentration, the colorimetric method determined 
the salt concentration without any error. The colours on the strips matched 
the standard colours for the individual concentrations (Fig. 3). However, when 
measuring chloride concentrations with the colorimetric method using titration, 
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errors have occurred. A so-called blind trial (solution free from the test substance) 
yielded a positive result. In a sample that did not contain any chlorides, the test 
detected a concentration of 0.0006%. This is a row of magnitude equal to the test 
resolution, as concentration is determined by adding drops with a volume equal 
to 6 mL of reagent (this corresponds to a concentration of 0.0006%). The other 
deviations resulted from the limitation resulting from constant volume (multiples 
of 6 mL) (Fig. 3). The greatest difficulties were encountered in the colorimetric 
sulphate test. Even though we prepared concentrations corresponding to the 
ranges indicated on the strips, the individual parts acquired imprecise colours. 
They overstated the values, which were difficult to determine precisely because 
the subsequent colour (indicative of higher concentrations) was only partially 
coloured (Fig. 3). To the contrary, the ion chromatography method determined 
the solutions with a high degree of precision within limits given to prepare the 
calibration solutions (Fig. 3).

1Concentration above the indicated value, slightly coloured towards  
the next concentration range (strip field)

Fig. 3. Comparison of test results for concentrations of water-soluble salts obtained using  
the IC and KOL method: a – solution no. 1, b – solution no. 2, c – solution no. 3

Solutions of Unknown Concentrations

The results obtained for the reference concentration measurement method, 
IC, fell within the following ranges:
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–	 0.004-0.565% for chlorides (Appx 1);
–	 0.002-1.225% for nitrates (Appx 1);
–	 0.009-0.495% for sulphates (Appx 1).
The differences (deviations) in the KOL and IC results were in the range 

-65%÷50%. The discrepancies ranged from -100% to 100% for nitrates, and -60% 
to 2,122% for sulphates (Fig. 4, Appx 1). The deviation varied depending on the 
concentration of the test solution, inversely proportional. As the concentration 
decreased, the value of the deviation tended to increase. For nitrates and 
chlorides, this was accompanied by a tendency to increase range. The range of the 
deviation values for the nitrate test was still within the limit of low and medium 
salinity (according to WTA), and it was not noticeable at subsequent thresholds.  
The deviation values read from Figure 4 for each WTA threshold are given 
in Table 7.

Fig. 4. Deviations in results obtained using colorimetry methods for concentrations of chlorides, 
nitrates, and sulphates from IC measurements
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Table 7
Deviation values for WTA salinity degrees no. 2-9-04

Salt type Salinity threshold [%] Deviation [%]
Chlorides 0.2 -40

Nitrates 0.1
0.3

-30
-46

Sulphates 0.5 -60

No end of the decreasing trend was observed for chlorides and sulphates. 
Deviations (negative) may increase as the concentrations of chloride and sulphates 
increase. For the nitrate test, stabilization of the results was observed at -45±1%. 
Nitrate tests posed much more problems in interpretation than in the previous 
test at known concentrations matching the test ranges. In this respect, there 
was no difference in the sulphate test. 

Discussion

In the case under analysis, high accuracy in nitrate and chloride 
measurements was achieved in the range of known concentrations (assigned 
to scale for colorimetric method tests). The situation significantly changed 
when solutions with a natural distribution of concentrations obtained from the 
facility were taken into account, and a significant deviation in the KOL-IC 
results was observed. A diminishing trend in changes in deviation values as 
a function of concentrations was observed for all tests. The sulphate test was 
particularly distinguishing, whereas the variation in deviations was similar 
for nitrates and chlorides. The scatter of the deviation values appeared similar.  
As the concentrations increased, the repeatability of the error value increased 
as well. At salinity thresholds (according to WTA), i.e. 0.2% for chlorides and 
0.3%, it presented a high level. Less repeatability in error values was obtained 
at a salinity level of 0.1% for chlorides and 0.5% for sulphates. Thus, in Table 7, 
we precisely defined the value of deviations for specific salinity degrees in a way 
corresponding to error repeatability. 

The results obtained using colorimetric methods varied from the conclusions 
drawn based on the Oberta study. The latter suggested positive deviations 
exceeding the actual chloride concentrations by more than 36%. However, 
in a direct study, negative deviations were obtained for WTA salinity thresholds. 
In the case of nitrates, the deviations were similar to the chloride test. The largest 
errors were obtained for the sulphate test. For this test, taking measurements 
proved problematic. The measurement was the most ambiguous because the 
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fields in the strips were partially coloured, and the resolution was the smallest 
of all methods. 

Underestimated values obtained with the colorimetric method under 
investigation may be detrimental to the success of repair work on salty walls. 
A correction may be applied to the colorimetric test to reduce the measurement 
error, either using the deviations from Table 7 or by determining salt concentration 
using more accurate methods. Ion chromatography is a well-proven method.  
It requires a small amount of extract (approximately 1 cm3). For tests on historical 
sites (which require repairs most often), this becomes a major advantage since 
other methods require more material to be collected. The weighing method 
requires 50 cm3 of extract obtained by pouring 1 to 5 g of the sample per 100 cm3 
(Domasłowski et al. 2011). Machine price is the major disadvantage of the IC 
method. However, it is increasingly applicable to testing wall salinity (Franzoni 
et al. 2011, Franzoni et al. 2014, Franzoni, Bandini 2012, Lubelli et al. 
2018, Lubelli 2006, Gonçalves et al. 2006, Camuffo 2018, Sardella et al. 
2018, Sardella et al. 2018, Maravelaki-Kalaitzaki et al. 2003, Gonçalves 
2007). However, these colorimetric tests may be a good complement to ion 
chromatography. Their advantage is that they are dedicated to a specific type 
of salt. An on-site exam can also be performed. However, when using such 
tests, attention should be paid to concentration ranges. The upper limit of the 
Chloride Test in question is 0.2% (200 mg/L). This is merely where mid-range  
concentrations start, according to WTA. Therefore, it will be impossible  
to distinguish between average and high salinity and select appropriate 
components of the renovation system for salty walls. 

To be on the safe side, if we roughly assume a very high degree of salinity 
and it is average, then the costs of the materials used would be unjustifiably 
high. If, in turn, we attempt to determine salinity when the concentration is 
out of scale, we would need to keep repeating the test, iteratively approaching 
the scale through subsequent tests. Samples obtained from drillings taken from  
the same site must be diluted so that the test covers its range. This can consume 
large amounts of test material, time and accumulate measurement error due 

Table 8
Comparison of salt concentration ranges in colorimetric tests  

with the wall salinity classification by WTA no. 2-9-04

Test Concentration range
Nitrate Test 0.100-0.250-0.500% 

(after correction for dilution 1 g-10 dm3)
WTA no. 2-9-04 <0.1 (low); 0.1-0.3 (medium); >0.3% (high)
Sulphate Test 0.4->0.8->1.2->1.6%

(after correction for dilution 1 g-10 dm3)
WTA no. 2-9-04 <0.5 (low); 0.5-1.5 (medium); >1.5% (high)
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to successive dilutions of the solution. The same is true for matching the scale 
on the test strips against the salinity classification used by the WTA. In the 
case analysed, the scale did not match this classification (Tab. 8). This causes 
difficulties in accurately determining the salinity degree. 

Conclusions

The use of colorimetric methods for measuring salt concentrations for repairing 
salty walls using renovation plaster technology should be carefully evaluated 
in each case. Within certain concentration ranges colorimetric methods can 
produce results that differ significantly from the actual values. If the colorimetric 
method underestimates the salt concentration in the wall, there is a risk that 
the renovation of salty walls using the renovation plaster technology will fail. 
However, if the test overestimates the concentration, it exposes the investor  
to unreasonably high costs. This can entail severe financial consequences imposed 
on the test contractor. 

Different colorimetric methods generate different measurement errors.  
To use a given measurement method, we should learn what the measurement 
error of the method is. Attention should be paid to the resolution of the test used 
and to the principles of measurement. Greater accuracy will be obtained if the 
measurement is performed with a test in which the individual concentration 
intervals get coloured differently. The more intervals and colours on a strip 
test, the higher the resolution and accuracy of the measurement. In a sense, one 
can calibrate a given test with the method presented above. The ion-exchange 
chromatography can be used as a reference in assessing the accuracy of salt 
concentration measurements in walls. Samples for testing should be taken from 
such locations to represent the concentration distribution in the tested facility.  
If the test results indicate that the test range is too narrow, economic 
considerations dictate that a test that can determine all salinity levels should 
be used. 

What is important for the application of restoration plaster technology are 
the deviations of the result obtained by the colorimetric method, which is at 
the level of the WTA salinity degree thresholds, i.e. concentrations of 0.1; 0.2; 
0.3; 0.5% (in mass). They may serve as a correction for the result obtained 
with a given colorimetric method provided that such deviation shows there  
is repeatability for successive concentrations. The accuracy of the correction  
in a given concentration range is obtained in direct proportion to the repeatability 
of the deviation. 

Ion exchange chromatography may also be used as the main measurement 
method and the colorimetric method as a complementary method. It is especially 
applicable when dealing with a multi-anion solution with peaks overlapping 



Technical Sciences	 24, 2021

	 Assessment of Wall Salinity in the Selection of Renovation Plaster Systems	 241

on the chromatogram. Assigning specific anions to the individual tests of the 
colorimetric method may help resolve doubts concerning the assignment of specific 
anions to peaks on the chromatogram and accelerate analytical work.
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Appendix 1

Comparison of test results for concentrations (in mass) of water-soluble salts  
obtained using the IC and KOL method

Group Sample 
Concentration

of chlorides
[%]

Concentration
of nitrates

[%]

Concentration
of sulphates

[%]

No. Photo No. KOL IC KOL IC KOL IC

1 2 3 4 5 6 7 8 9

1 15/100B/40-70 0.006
(-14)1

0.007 0.010
(25)1

0.008 0.200
(1900)1

0.010

14/10A/40-160 0.007
(17)1

0.006 0.010
(0)1

0.010 0.200
(213)1

0.064

1/100B/40-151 0.020
(-35)1

0.031 0.050
(11)1

0.045 0.200
(40)1

0.143

2 4/100B/10-130 0.058
(-35)1

0.089 0.100
(-47)1

0.189 0.200
(71)1

0.117

14/10A/10-157 0.006
(50)1

0.004 0.000
(-100)1

0.002 0.200
(2122)1

0.009

5/100B/40-34 0.006
(-14)1

0.007 0.010
(67)1

0.006 0.200
(2122)1

0.009

3 9/100B/10-103 0.200
(-65)1

0.565 0.500
(-59)1

1.225 0.200
(-60)1

0.497

4/10A/80-135 0.010
(-38)1

0.016 0.010
(100)1

0.005 0.200
(700)1

0.025

14/10A/80-163 0.012
(-33)1

0.009 0.010
(-23)1

0.013 0.200
(63)1

0.123

4 8/10A/40-114 0.026
(-32)1

0.038 0.050
(-38)1

0.080 0.200
(376)1

0.042

15/100B/10-67 0.013
(-7)1

0.014 0.025
(-24)1

0.033 0.200
(506)1

0.033

14/200C/10-159 0.007
(17)1

0.006 0.010
(11)1

0.009 0.200
(-26)1

0.272

5 11/100B/10-94 0.020
(-43)1

0.035 0.100
(-22)1

0.128 0.200
(203)1

0.066

18/10A/40-42 0.031
(-26)1

0.042 0.250
(-46)1

0.459 0.200
(-16)1

0.237

18/10A/1-39 0.046
(-34)1

0.070 0.500
(-41)1

0.842 0.200
(239)1

0.059
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1 2 3 4 5 6 7 8 9

6 8/10A/80-117 0.010
(-38)1

0.016 0.010
(25)1

0.008 0.200
(79)1

0.112

10/10A/80-181 0.006
(20)1

0.005 0.000
(-100)1

0.004 0.200
(525)1

0.032

4/200C/40-134 0.019
(-39)1

0.031 0.050
(9)1

0.046 0.200
(488)1

0.034

7 11/100B/40-97 0.014
(40)1

0.010 0.025
(0)1

0.025 0.200
(1011)1

0.018

1/10A/10-147 0.114
(-39)1

0.187 0.025
(9)1

0.023 0.200
(285)1

0.052

1	The value in brackets refers to the difference (deviation) between the results obtained using the 
KOL and IC methods

cont. Appendix 1
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A b s t r a c t

Comparative tests of gas detonation (GDS) coatings were carried out in order to investigate 
the influence of spraying parameters on abrasive wear under dry friction conditions. The tests 
were carried out using the pin-on-disc (PoD) method at room temperature. The microstructure 
of the coatings was analysed by X-ray diffraction (XRD) and scanning electron microscopy  
(SEM/EDS) methods. The results showed that with certain parameters of the GDS process, the 
main phase of the produced coatings is the FeAl phase with the participation of thin oxide layers, 
mainly Al2O3. The tribological tests proved that the coatings sprayed with the shorter barrel of the 
GDS gun showed higher wear resistance. The coefficient of friction was slightly lower in the case 
of coatings sprayed with the longer barrel of the GDS gun. During dry friction, oxide layers form 
on the surface, which act as a solid lubricant. The load applied to the samples during the tests 
causes shear stresses, thus increasing the wear of the coatings. During friction, the surface of the 
coatings is subjected to alternating tensile and compressive stresses, which lead to delamination 
and is the main wear mechanism of the coatings.
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Introduction

Despite the low production costs, the industrial application of solid FeAl alloys 
is limited due to low ductility and resistance to cracking at room temperature. 
The research proved that Fe-Al coatings sprayed with supersonic methods solve 
the problems encountered in the production of these alloys using the traditional 
method (Chrostek 2020, Senderowski et al. 2016). In addition, the Fe-Al phase- 
-matrix intermetals produced by the GDS method are a material with unique 
properties. They are resistant to high-temperature corrosion (heat resistance) 
in aggressive sulphide and chloride environments (Senderowski 2015).  
This creates potential opportunities for their use as heat-resistant construction 
materials (Panas et al. 2019).

The reason for this is that the FeAl powder particles are subjected to strong 
oxidation in a hot stream of gaseous products of supersonic combustion 
detonation. This results in the formation of a multiphase coating structure 
with the participation of oxide phases formed at the grain boundaries in the 
form of thin films, due to the strong plastic deformation of the powder particles 
forming the coating. The grains of primary particles change their morphology 
from equiaxial to streaked during strong plastic deformation (Chrostek 2020, 
Fikus et al. 2019, Senderowski et al. 2011).

Most of the research work focuses on the characteristics of the microstructure 
and thermophysical properties of the resulting coatings, forgetting about their 
functional properties. (Binshi et al. 2004). However, from such coatings, above 
all, high wear resistance is expected (Bojar et al. 2002), therefore the aim of this 
article is to investigate and compare the dry friction abrasive wear of GDS spray 
coatings with different spraying parameters.

Materials and Method

The research was carried out on intermetallic protective coatings produced by 
the GDS method from alloy powder on a FeAl phase matrix with the composition 
Fe40Al0.05Zr % at. and 50 ppm B, produced by the company LERMPS-UTBM 
by the VIGA method (Vacuum Induction Melting and Inter Gas Atomization). 
The base material is 13CrMo4-5 (15HM) boiler steel with dimensions of 
50×50×5 mm, which was blasted with electro corundum immediately before 
the spraying process. The surface roughness after sandblasting of the substrate 
was Ra = 18.98 µm. The coating in the form of a circular deposit (Chrostek 
2020) was sprayed with the substrate stationary in relation to the barrel of the 
detonation gun operating at a frequency of 6.66 Hz. The barrel of the GDS gun 
was positioned at a distance L = 110 mm of from the sprayed surface. Two barrel 
lengths were used, 590 and 1090 mm. All the GDS spraying parameters presented 
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above, together with the composition of the explosive detonation mixture and the 
flow of air transporting the powder, are presented in Table 1. The GDS spraying 
of the FeAl coating was performed by the Department of Protective Coatings 
– E.O. Paton Electric Welding Institute of the National Academy of Sciences 
of Ukraine, using the “Perun S” detonation gun.

Table 1
GDS spraying parameters

Powder Fe40Al0,05Zr at.%+50 ppm B;
particle size distribution (granulation) 5-40 µm

Powder transporting gas – air 0.4 m3/h

Oxygen-fuel mixture
C3H8 – 0.45 m3/h

O2 – 1.52 m3/h
air (as diluter gas)– 0.65 m3/h

Spraying frequency f = 6.66 Hz

Coating spraying distance
L [mm]

barrel length
[mm]

PIP*
[mm]

number of GDS 
shots

A

110

590 274.5 100

B 1,090 274.5 400
C 1,090 412.5 100
D 590 412.5 400

* powder injection position – place of the introduction of the powder into the barrel at the time  
of detonation

The structural tests of the coatings were carried out using scanning electron 
microscopy with X-ray microanalysis (SEM/EDS) and X-ray diffraction (XRD). 
The point analysis and surface distributions of specific alloying elements were 
performed on a Quanta 3D FEG Dual Beam high-resolution scanning electron 
microscope with SE `(secondary electron detector) and BSE (backscattered 
electron detector) detectors. SEM/EDS chemical composition studies in micro-
areas were carried out using the EDAX Genesis Spectrum analyzer.

XRD tests were carried out using a Rigaku Ultima IV diffractometer with 
a CoKα monochromatic radiation focusing beam with a spectral wavelength 
λ = 0.178897 nm. Filtering corresponding to the CoKα wave was used with the 
lamp operating conditions of 40 kV/40 mA. A record was made in the angular 
range from 20o to 120o with a scanning speed of 1o/min.

Microhardness measurements were made using the Vickers method using the 
Innovatest 400-DAT microhardness tester, at a load of 0.98 N (HV0.1) for 10 s, 
in accordance with the PN EN ISO 6507-1: 2007 standard. The research was 
carried out in a cross-section on polished metallographic specimens in a plane 
perpendicular to the applied Fe-Al coatings. The microhardness distribution 
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measurements were carried out with a step of 0.1 mm from the substrate towards 
the coating surface along three measurement paths spaced 0.1 mm apart.

Abrasive wear tests in dry friction conditions using the pin-on-disc method 
were performed on a Tribotester T-10 in dry sliding conditions at room 
temperature (20°C). The relative humidity of the ambient atmosphere was 50%. 
The sample was a pin with a diameter of ∅7 mm. Two samples were taken from 
each coating, which constituted a significant area of it (the diameter of the 
coating was ∅25 mm). EDM cutting was used. A pearlitic cast iron disc with 
a hardness of 33 HRC was used as a counter-sample. The radius of rotation was 
r = 18 mm, which at the rotational speed of vr = 48 rpm gave the sliding speed 
v = 0.09 m/s. The total friction path was 1,040 m, which each sample traveled 
during t = 11,500 s (approx. 3 h). The pins were subjected to a load of F = 20 N. 
The coefficient of friction was computer-monitored during the test by measuring 
the elastic deflection of the arm. The T-10 device is equipped with a measurement 
and control system, which includes: a set of measuring transducers, a computer 
with dedicated measurement and recording software (Fig. 1a, b). During the 
course of the test, the wear products from the friction junction were not removed 
in order to best reflect the actual conditions. Wear products always remain 
between the two materials during friction (Fig. 1c).

Fig. 1. Apparatus for abrasive wear tests using the pin-on-disc method: a – computer with 
a control controller, b – T-10 tester, c – visible oxidation of the surface layer of metal elements 

during the pin-on-disc measurement
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Results and Discussion

The XRD tests of the coatings (Fig. 2) indicate the presence of the FeAl phase 
as the basic component of the structure. At the same time, the share of Fe3Al 
phase was confirmed. The presence of oxide phases FeO, Fe3O4, Al2O3 and 
spinel Fe(Al2O4) was also detected.

Fig. 2. XRD analysis of the phase composition of FeAl coatings produced by the GDS method

Figure 3a shows a photo of the SEM/EDS microanalysis that was performed 
on the surface of the coating. The powder particles melt or completely melt, 
resulting in a strong oxidation of the diffusing aluminum and the formation 
of FeO (1) and Al2O3 (2) oxide phases on the surface of the molten particles. 
Structural studies carried out on the cross-section (Fig. 3b, c) show a typical 
lamellar structure with different (multi-phase) chemical composition, where we 
can distinguish the basic phase FeAl (3), Al2O3 (6), oxidized ferrite (1), Fe3Al (2), 
FeO, Fe3O4 (4) and Fe(Al2O4).

The content of alloy elements and oxygen mapped in the SEM/EDS 
microanalysis of chemical composition at the cross-section of FeAl coating (GDS) 
is presented in Table 2.
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Fig. 3. SEM/EDS microanalysis of Fe-Al coatings formed in the GDS process:  
a – coating surface, b and c – coating cross-section

Table 2
Content of alloy elements and oxygen mapped in the SEM/EDS microanalysis of chemical 

composition at the cross-section of FeAl coating (GDS) (Fig. 3c)

Analyzed region  
on coating surface

Content of alloy elements
[% at.] Probable phase

Color Fe Al O

█ Blue 0.89 48.02 51.09 Al2O3 phase

█ Light blue 22.10 35.12 42.78 Fe(Al2O4) phase

█ Green 49.21 11.16 39.63 FeO, Fe3O4 oxide phases

█ Yellow 55.88 40.59 3.53 weakly oxidized FeAl phase

█ Orange 76.86 18.79 4.35 weakly oxidized Fe3Al phase

█ Red 92.64 1.14 6.22 oxidized ferrite
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The presence of very hard oxide phases in the coating structure has 
a significant impact on the degree of hardening of the produced coatings.  
For this purpose, the cross-sectional microhardness of the coatings was tested 
by making three measurement paths from the steel substrate to the top layer 
of the coating, at intervals of 0.1 mm (Fig. 4).

Fig. 4. Measurements of microhardness using the Vickers method  
on the cross-section of the coating A

The results obtained (Fig. 5) show a large difference in hardness in the 
multiphase coating structure from about 300 to 650 HV0,1 (ignoring the extremely 
low values caused by the porosity of the coating). The highest values are shown 
in strongly oxidized (dark) areas. The areas with phases with high iron content 

Fig. 5. Distribution of the microhardness HV0.1 of coating B  
along three parallel measuring paths
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and low oxygen content show the lowest hardness. The average value of the 
microhardness of coatings made with a shorter barrel (590 mm) is 448 HV0.1, 
while the microhardness of coatings made with a longer barrel (1,090 mm) 
is 427 HV0.1. These values are much higher than the microhardness of the 
powder charge 230±10 HV0.1 (Fig. 6).

Fig. 6. An example of a microhardness measurement carried out using the Vickers method  
on the cross-section of an unfused powder particle, performed on coating A

The oxide phases Al2O3, FeO, Fe(Al2O4) occurring in the coating, 
also dispersed in micro-areas, are the main reason for the high hardness 
of intermetallic coatings produced by the GDS method.

The pin-on-disc (PoD) method is a commonly used technique to determine 
the friction coefficient µ and wear under various tribological conditions. These 
studies allowed to determine the influence of the oxide phases on the functional 
properties of the cermet structure of the coating under conditions of abrasive 
wear during dry friction.

Figure 7 shows the evolution of the friction coefficient µ as a function of the 
sliding distance. All tests showed a similar change in the coefficient of friction. 
In the first phase, an increase is visible up to about 15 minutes, followed by 
a second stabilization phase with slight fluctuations in value. The first phase 
is a typical run-in phenomenon where the surface topography changes until the 
system reaches steady state.

The high hardness of GDS coatings, determined by the structure with 
the participation of oxide ceramics, is also the direct cause of the high abrasive 
wear resistance of this type of coating under dry friction conditions. It can 
be assumed that the coefficient of friction µ (Fig. 8) would be higher with 
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the application of lower loads (the tests were carried out with a high unit load 
of the sample with the force F = 20 N). As the load increases, the friction coefficient 
decreases slightly due to the increase in the friction contact temperature and 
the formation of larger surfaces of the oxide layer on the worn surface, which 
acts as a lubricant (Fig. 9) (Binshi et al. 2004).

Fig. 8. Average coefficients of friction of the tested coatings at a constant load of F = 20 N

Fig. 9. Fe-Al coating of sample B after tribological tests with a visible oxide film on the surface

Fig. 7. Spindle sliding wear test on the disc: coefficient of friction as a function of the slip time 
of the coating D produced by the GDS method
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The sliding wear test shows changes in the wear rate of Fe-Al coatings under 
constant load. As shown in Figure 10, the greatest increase in wear occurs in the 
first stage of the test (up to about 10 minutes). Then the formation of a layer  
of oxides detaching from the surface of the sample slows down this process.  
The excess of accumulated powdered material (visible in the graph in the range 
from 2,309 s to 3,463 s) is pushed to the sides (Fig. 1c), which contributes to  
a further increase in consumption.

Fig. 10. Pin sliding wear test on the disc: linear wear as a function of the slip time of the 
coating C produced by the GDS method

The results of the research revealed that the length of the detonation gun 
barrel was of considerable importance for the strengthening of the structure.  
The coefficient of friction is clearly higher in the coatings sprayed with 
a shorter barrel (590 mm). This is also reflected in the wear of the coatings.  
The consumption of coatings A and D is much lower (Fig. 11). This shows that 
the use of a shorter barrel clearly increases the wear resistance of the GDS 
coating, despite the similar proportion of oxide phases in all tested coatings.

Fig. 11. Average rates of linear wear of the tested coatings at a constant load of F = 20 N

Despite the low porosity (Senderowski 2015), individual grains are torn out 
of the matrix (Fig. 12). The reasons for this are: the high coefficient of friction 
(µ = 0.72-1.09) (Fig. 8) and the brittleness of this type of coatings due to the 
high percentage of oxide ceramics. In addition, high loading causes maximum 
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shear stress, thereby increasing wear. During sliding, the surface of the coating 
is subjected to alternating tensile and compressive stresses, so delamination 
seems to be the dominant wear mechanism of the coatings.

Fig. 12. Morphology of Fe-Al coatings of sample B produced by GDS method after wear tests:  
a – visible grains torn out from the matrix, b – 3D map of the area under study

Conclusions

Tribological tests carried out on coatings produced with the gas detonation 
method (GDS) under dry friction conditions made it possible to compare the 
wear of the coatings with the use of various spraying parameters.

All tested coatings, regardless of the spraying parameters, have a lamellar 
structure, typical for coatings sprayed with supersonic methods. The basic 
structure is the FeAl phase. During the formation of the coating, changes occur 
with the participation of oxygen, during which oxide phases Al2O3, Fe3O4, FeO, 
Fe(Al2O4) and phases poor in iron or aluminum are formed.

Coatings sprayed with a shorter barrel, 590 mm long, showed significantly 
higher wear resistance, despite the fact that the coefficient of friction was similar 
for both groups of materials.

Compressive and tensile stresses acting on the samples during the tests, 
as well as oxidized wear products in the friction area, led to material chipping, 
which is the main wear mechanism of the coatings. No cracks were observed 
in the coating structure.

The research proved that with properly selected spraying parameters, Fe-Al 
alloys in the form of protective coatings can have high abrasion resistance, also 
at room temperature.
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A b s t r a c t

This article deals with the topic of one of the most important features of modern CAx class 
systems – associativity. The term refers to the ability to form relations (links) between two  
or more objects (in terms of their selected features), and with the consequence creating an associative 
(linked) three-dimensional model. The author pays special attention to the very process of creating 
relations between objects, as it has a key impact on the structural stability of CAD class models, 
and thus on their susceptibility to possible modifications. To show that not all associativity brings 
a positive effect, the author presents two examples of its implementation. In order to emphasize 
the influence of the method of linking individual elements, both examples are based on the same 
3D model – a thin-walled part with a positioning pin. That means the geometric form of the default 
part is the same, whereas only relations of the individual objects of the 3D model change. In the 
first scenario, correctly defined relations between objects make that the positioning pin offset does 
not affect the initial design conditions. The second scenario shows an incorrect implementation 
of associativity, as a result of which the same operation of positioning pin offset gives non-compliance 
with the initial design conditions and with the consequence an undesirable change in its geometry.

The article is an attempt to draw attention to the fact that the associative structure of 3D 
models is not always equal to the optimal solution. Only the well-thought-out nature of associativity 
allows to use all its advantages.
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Introduction

The efficiency of application of CAx systems is a fundamental matter when 
considering on the topic of optimization of the design process. The choice of the 
right software and defining the methodology of work in this software can 
significantly contribute to accelerating the project implementation, reducing 
its costs, and increasing the quality of the final product. According to the author, 
it should be assumed that a modern CAx class system is an extensive tool that 
allows to create optimal engineering solutions. That means the sources of any 
difficulties and problems when creating 3D models and when implementing 
further changes to these models should not be attributed to the properties of the 
CAx system used. Moreover, the difficulties arising in the design process should 
not be excused by its limitations (Wełyczko 2005). Assuming that the earlier 
mentioned selection of software was made in accordance with the nature of the 
designed products, the constructor of these models should be responsible for the 
cause of the vast majority of problems arising in working with CAD models.  
„The vast majority”, because it should be also assumed a certain minimum margin 
of error on the software side. On the other hand, the optimal structure of the 
3D model creates a kind of synergy with the individual geometric features from 
which it is created, which in turn harmonizes with the architecture of the CAx 
system in which it was created. As a result, the occurrence of a possible error 
should be an indication to the constructor that there is a possibility to optimize 
the „3D model structure tree”.

At this point we begin to dive into more detailed construction terminology. 
Let us therefore focus on the most important issues from the point of view of the 
discussed topic.

Materials and Methods

To better understand what an associativity is and why CAD class models 
use it in a better or worse way, it is worth to explain two additional terms.

The first of them is – already mentioned in the previous chapter – the 3D 
model structure tree. Each 3D model in the CAD environment consists  
of hierarchically functions following one after another, which are saved in the 
form of a “tree” structure during its creation (Fig. 1).

The tree in its intent is supposed to record the history of this process, and 
with the consequence, to help constructor to identify the way of creating 3D 
model. What is important, that the 3D model structure tree created in this way 
allows to modify this model by editing, adding, or removing selected functions 
which create that tree (Świaczny, Wyleżoł 2020a, 2020b). The modification 
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process is laborious and error-prone because constructors have to repetitively 
edit and update CAD models. For example, the creation of cooling-holes/channels 
of injection mold entails several time-consuming and manual tasks, such as 
creating holes, maintaining the connections among them to form circuits. If these 
tasks can be partially automated, the design time can be reduced considerably 
and hence the productivity enhanced (Ma, Tong 2003). The art of effective 
creation of CAD class models consists in preparing the structure tree in such 
a way that the modifications of these models, inevitable in the construction 
process, require a minimum involvement of the constructor (Wełyczko 2005).

During adding further functions of the 3D model structure tree, the constructor 
uses the basic feature of the modern CAx class system – parameterization –  
to characterize them. Parameterization (which is the second term worth 
mentioning) is a feature of CAx systems that allows to define the created geometric 
objects by assigning them parameters such as dimension, logical value, material, 
or text. Modification of values of these parameters modifies the geometric objects 
to which they have been assigned. Moreover, by using these parameters, thanks to 
methodology implemented in modern CAx systems called Knowledge-Based Design 
(or Knowledge-Based Product Development), it is possible to create formulas, 
rules, checks, relations, and finally to create catalogs of 3D models (Wyleżoł 
2002). The term parametric design in engineering is a process of designing 
with parametric models in a virtual surrounding (a “parametric CAD system”) 
where geometrical and parameter variations are natural. In design a parameter 
is an entity that can hold a value to control geometrical components or relations 
between geometrical components. Parametric design implies the use of declared 
parameters to define a form (Salehi, McMahon 2009).

The simplest example of using parameterization can be process of contour 
dimensioning. The rectangle shown in Figure 2 has a certain length and width. 
Their modification modifies the rectangle (Fig. 3).

Fig. 1. An example of 3D model structure tree
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Fig. 2. Dimensioned rectangle as an example of using parameterization

Fig. 3. Modification of rectangle parameters which causes the change of its geometry

What then is associativity itself? In most general, associativity connects 
the two functionalities described above and means the ability to create links 
between previously defined parameters, but also between individual geometric 
features, and even between individual 3D models or their assemblies. Related 
to the design process, associativity describes the fixed relationship between 
geometrical entities and objects (Salehi, McMahon 2009). If, for example, 
the previously defined rectangle (Fig. 3) is used to create a cuboid, it will turn 
out that these two objects will be linked to each other in such a way that the 
rectangle will be superior to the cuboid, and the cuboid will be subordinate to 
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the rectangle (Fig. 4). In the environment of constructors such relation has been 
adopted to be called as „Parent – Child”, and the relation itself – as associativity. 
Associativity means that the modification of “Parent” causes the modification 
of his “Child (Children)” as well.

Fig. 4. Link between the superior rectangle (Parent) and the subordinate cuboid (Child)

Links can exist between two or more objects, which in the 3D model structure 
tree take the form of the previously mentioned functions. It causes, that with 
time they form a kind of net of connections (Fig. 5). It is important that the 
constructor is supposed to have full control over this net so that it forms a coherent 
and logical whole.

Thus, parameterization enables the characterization of the functions used 
to create the 3D model structure tree, and associativity enables to assign 
relations between these functions and parameters by forming a net of connections. 
If the CAD system allowed only parametrization of single geometric elements 
without the hierarchical structure of 3D model and without „Parents/Children” 
links, propagation of construction changes from Parent elements to their dependent 
elements (Children) would not be possible. Therefore, subsequent geometric 
elements of the 3D model are created in relation to the elements defined earlier 
(Wełyczko 2010). The availability of geometry associativities are a preliminary 
requirement for the effective support of the constructor (Pätzold 1991). Let us 
see how two different nets of connections can affect the implementations of the 
same modification of an exemplary three-dimensional model.



Technical Sciences	 24, 2021

262	 Grzegorz Świaczny

Fi
g.

 5
. T

he
 e

xe
m

pl
ar

y 
ne

t o
f c

on
ne

ct
io

ns
 b

et
w

ee
n 

fu
nc

tio
ns

 o
f 3

D
 m

od
el

 s
tr

uc
tu

re
 tr

ee



Technical Sciences	 24, 2021

	 Influence of Geometric Features Associativity of Cad Class Models…	 263

Results

Let us imagine a situation in which constructor has a task to design 
a positioning pin of a thin-walled element (Fig. 6).

Fig. 6. 3D model of the thin-walled element with the positioning pin

The seemingly easy process requires a moment to think about how to connect 
the individual design features of the designed pin so that it meets the functional 
requirements, and its subsequent modification is as simple and short as possible.

The constructor defined the following initial design conditions (Fig. 7):
–	 the axis of the positioning pin is parallel to the mounting direction of its 

mating element;
–	 the height of the positioning pin (dimension A) is between the intersection 

of its axis with the front face of the base body at point X and its vertex;
–	 the length of the tapered pin head (dimension B) is measured from its top.

Fig. 7. The initial design conditions defined by the constructor
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Scenario I

In Scenario I, the fulfillment of design conditions was achieved by the 
following links of geometric features:

–	 in the definition of the pin axis, the mounting direction has been indicated –  
link with the line „Mounting direction” (Fig. 8);

–	 the surface defining the height of the positioning pin has been defined 
by offset from the surface perpendicular to its axis formed at the point X 
of intersection of this axis with the front face of the base body – link with the 
surface „Extrude.3” (Fig. 9);

–	 the surface defining the length of the tapered head has been defined by 
offset from the surface defining the height of the positioning pin – link with the 
surface „Offset.1” (Fig. 10).

After completion of the work, the constructor received a request from the 
customer to move the positioning pin to the center of the designed element. 
Additionally, due to problems with the assembly of the mating element, a decision 
was made to extend the pin by 5 mm. The previously assigned associativity 

Fig. 8. Definition of the axis direction of the positioning pin
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Fig. 9. Definition of the height of the positioning pin – Scenario I

Fig. 10. Definition of the length of the tapered pin head – Scenario I

to the geometric features caused that the required modification came down 
to implementing new coordinates for the position of the pin and changing the 
parameter of its height. Properly created links ensured that the initial design 
conditions were maintained, and the time needed to implement the modifications 
was limited to a minimum (Fig. 11).
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Fig. 11. Modification of the positioning pin that meets the initial design conditions due 
to properly created links – Scenario I

Scenario II

Now let us imagine an alternative scenario for the same task, in which the 
fulfillment of the last two design conditions was realized by assigning a different 
associativity to the geometric features:

–	 similar as before – in the definition of pin axis, the mounting direction 
has been indicated – link with the line „Mounting direction” (Fig. 8);

–	 the surface defining the height of the positioning pin has been defined 
this time by offset from the front face of the base body – link with the surface 
„Extrude.1” (Fig. 12);

Fig. 12. Definition of the height of the positioning pin – Scenario II
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–	 the surface defining the length of the tapered pin head has been defined 
this time by offset from the surface perpendicular to its axis formed at the 
point X of intersection of this axis with the front face of the base body – link 
with the surface „Extrude.3” (Fig. 13).

Fig. 13. Definition of the length of the tapered pin head – Scenario II

The positioning pin in the initial location maintains the same dimensions as 
in the original scenario, so it would have seemed that everything is fine, because 
the pin geometry meets the initial design conditions (Fig. 14).

Fig. 14. The positioning pin built based on alternative links  
and meeting the initial design conditions – Scenario II
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However, let us see what happens when the constructor receives the same 
request from the customer to move the pin to the center of the thin-walled 
element and to extend it by 5 mm.

After changing the coordinates for the position of the pin and its height,  
it turns out that:

–	 the pin axis is still in line with the mounting direction of the mating part –  
associativity correct (Fig. 15a);

–	 the pin height is different from its height in the original scenario. This 
is because of the link creating the height, which is based on the offset of the front 
face of the base body. This surface in the central region is not flat and is not 
perpendicular to the axis of the pin (which is parallel to the mounting direction).  
Although the Offset.1 is equal to the nominal height of the pin (15 mm),  
its curvature makes that the elongated pin (by 5 mm) is even longer – associativity 
incorrect (Fig. 15b);

–	 the length of the tapered pin head is different from its height in the 
original scenario. This is because of the link creating the length, which is based  

Fig. 15. The result of the positioning pin modification which does not meet all initial design 
conditions due to an incorrect selection of links – Scenario II: a – the pin axis is parallel 

to the mounting direction – associativity correct, b – wrong height of the positioning pin – 
associativity incorrect, c – wrong length of the tapered pin head – associativity incorrect
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on a perpendicular surface created in point X. The link did not “react” to the 
elongation of the pin, the height of which was dependent on the other geometric 
feature – associativity incorrect (Fig. 15c).

As a result, the time needed to implement the customer’s requests will 
extend, because the constructor must either “manually” modify the values of the 
parameters of individual geometric features to meet the initial design conditions 
(which is not recommended) or consider the optimization of the links that he 
implemented to the 3D model structure tree.

Discussion

The described scenarios revealed three guidelines that constructor should 
follow when creating associativity between elements:

–	 links should ensure the feasibility of the final product in terms of technology 
and assembly (first design condition);

–	 links should enable future design changes (second design condition);
–	 links should reflect the dimensions important from the technological and 

functional point of view (third design condition).
The capabilities of CAx systems in area of creating associativity between 

parameters, geometric features or individual three-dimensional models are very 
extensive. The links in the above example refer only to a few basic elements 
and certainly do not exhaust the possibilities of their further implementation.  
The net of connections of the same positioning pin could be defined in a number 
of other ways. Important is to choose the optimal one, considering the knowledge 
and experience of the constructor creating a given element.

According to the author, an apparently simple modification of the exemplary 
three-dimensional model shows the essence of the problem that may occur 
during the implementation of associativity in CAD class models. Interestingly, 
an experienced constructor, for example, by creating a complex 3D model structure 
tree of a car bumper, deals with issues related to correct or incorrect associativity, 
which are remarkably similar like those described above. It is obvious that as 
the structural complexity increases, the net of connections between the functions 
of such a tree also grows. However, contrary to appearances, the principles of its 
creation remain the same. Design intent captures the purpose of the modeling 
order and geometry chosen by the constructor. In modern parametric-based CAD 
systems, this is often stored within CAD features such as axis systems, planes, 
sketches, extrudes, revolves, and sweeps. It is also stored in the associations 
relating the CAD features together. By selecting features during the modeling 
process, an experienced constructor implicitly defines the important parameters 
of the model, which is extremely important to manufacturing and future updates 
to the design (Staves et al. 2017). So, does an experienced constructor always 
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know the optimal system of links and relations, regardless of the complexity of the 
element he creates? The answer to this question is not as simple as might think. 
On the one hand, the design habits developed over the years of work significantly 
help to choose the most effective solutions. At a certain stage of his professional 
development, the constructor realizes that geometrical complexity of the designed 
element ceases to be relevant in the context of the difficulty of its creation.  
On the other hand, it should be remembered that 3D models in parametric systems 
are generated in a manner analogous to programming, in which we also have an 
ordered set of commands. Therefore, it can be said that the CAD system “triggers” 
a construction procedure that results in a geometric model (Wełyczko 2011).  
That means there is almost always possibility of improving the “construction 
program”, and the “optimal solution”, in the case of the implementation 
of associativity, is a state to which the constructor should constantly strive.

Conclusions

1. An associative model is the model which is built of parameters and geometric 
features linked to each other. Not all connections have a positive impact on the 
efficiency of creating 3D models, and in extreme cases, they may prevent further 
work in their creation and lead to the need to rebuild them.

2. Only a well-thought-out and logically coherent set of links between elements 
creates a structure susceptible to easy and quick modification of the 3D model, 
and with the consequence contributes to the greatest extent to the effectiveness 
of its creation.

3. When starting work on a 3D model, the constructor should take into 
account the implementation of well-thought associativity from the very beginning 
so as to avoid unwanted complications in the structure of this model. Lack of an 
initial analysis of the created object in terms of its functional requirements 
or possible future changes and relying only on CAD modeling habits may hinder 
the associativity implementation at a later time.
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A b s t r a c t

By simulating the welding process, potential non-conformities can be detected before serial 
production is launched, which can significantly reduce operation costs. There are many different 
possibilities for modeling the process, therefore it is very important to choose a method that will 
ensure high accuracy of the solution in a relatively short time. The article will present the influence 
of various methods of modeling the welding process in the CAE environment on the obtained 
deformation results. For the given geometry and type of weld, the thermal deformations have been 
simulated based on the Finite Element Method. Several analyzes were carried out using different 
process modeling approaches (mesh type). Finally, a comparison of the results for the discussed cases 
is presented to determine the influence of the parameters used on the deformation results obtained.
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Introduction

Simulations of technological processes are difficult and time-consuming due 
to many factors influencing their progress. Properly conducted simulation of the 
technological process can provide many valuable tips. They allow improving the 
manufacturing process, contributing to a significant reduction in costs related 
to technological time and potential repairs. The work aims to select an appropriate 
modeling method to determine the course of thermal deformation in the area 
of the welded component. The results of this type of simulation can help in the 
optimal selection of the fixing points of the components to be welded.

During the welding process, the weld area is intensively heated and then 
cooled. The temperature gradient causes uneven expansion and contraction 
of the weld and the surrounding area, which results in permanent deformations. 
The form and size of deformation are influenced by many factors, including 
mechanical limitations and the amount of heat supplied, which depends on the 
process parameters (welding current, welding speed, etc.). In most cases, the 
change of these parameters is limited by the quality requirements for the joint, 
therefore the method that does not directly affect the quality of the weld is to use 
appropriate constraints points. Based on the conducted review of the available 
literature, where the test and simulation results were present, can be clearly 
stated that ensuring appropriate process parameters (including adjustment 
of constraints points) significantly affects the form of geometric distortions.  
In the vast majority of works, 3D elements were used to model the problem, the 
comparison with real tests confirmed the high accuracy of this methodology. 
The use of 3D elements allowed to obtain high accuracy of the results of residual 
stresses and the course of deformation. The simulations and tests concerned 
small structures where the use of such methodology did not significantly extend 
the computation time. For these constructions, it was determined that the most 
effective geometric limitations work when they are as close as possible to the 
weld line. In industrial practice, it is not always possible to locate mechanical 
constraints in this way, so it is important to optimize their location. 

There are many modeling methods, they assume some simplifications aimed 
at limiting the size of the numerical model and thus the computing time. Large 
numerical models (such as a train roof) consisting of 3D elements pose many 
problems with the calculation time or the visualization itself in the software, 
therefore a very important aspect is to select the appropriate modeling method 
at an early stage of the research. In engineering practice, 2D elements are most 
often used to limit the size of the numerical model. For such complex issues, 
it must be ensured that the use of 2D elements will ensure the correct response 
of the structure. One of the approaches is to carry out a series of analyzes 
on sample models and to compare the results to determine the appropriate 
modeling method. The following part of the article presents a comparison of three 
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different methods of modeling a welded joint in the simulation of a process aimed 
at determining thermal deformation. One of the commercial finite element method 
(FEM) HyperWorks program was used to solve the problem defined.

Description of samples and boundary conditions 

The considered welded sample consists of aluminum sheets joined together 
by a fillet weld (Fig. 1). Three different modeling methods are considered in this 
article. In order to accurately determine the impact of the modeling method on 
the time of solving the task, different lengths of the sheets joined together were 
analyzed for each described below methods (Tab. 1):

–	 the first model consists of shell elements without additional elements in the 
weld area (only quad elements); 

–	 the second model is an expansion of the first one with additional surfaces 
to simulate a fillet weld (only quad elements); 

–	 the third model consists of 3D elements that represent the weld geometry 
(hexa and penta elements).

Fig. 1. Dimensions of samples

Table 1
Number of nodes and elements for different types of samples

Length
Sample I Sample II Sample III

nodes elements nodes elements nodes elements
50 mm 2,278 2,178 2,482 2,475 6,902 4,488

200 mm 8,911 8,712 9,709 9,900 26,999 17,952
800 mm 35,443 34,848 38,617 3,960 107,387 71,808

3,200 mm 141,571 139,392 154,249 158,400 428,939 287,232
12,800 mm 566,083 557,568 616,777 633,600 1,715,147 1,148,928
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The temperature value adopted in the analysis is 1,230°C, which corresponds 
to the real value during welding works. The temperature was applied to the 
point where the sheets were joined along the entire length using the first 
kind of boundary condition. The values shown were read after the sample had 
returned to ambient temperature which was set at 20⁰C. The heat transfer 
with the environment takes place over the entire surface, additional transfer 
through mechanical constraints points is not taken into account. Figure 2 shows 
a comparison of the weld modeling method for each of the samples and the 
applied constraints. An elastoplastic model of the material was used, Table 2 
present the material data.

Fig. 2. Visualization of the modeling method and given boundary conditions

Table 2
Material properties 

Young’s modulus [MPa] 7∙104

Density [g/cm3] 2.7
Poisson ratio 0.3
Thermal conductivity [W/(m∙K)] 215
Heat transfer coefficient [W/(m2∙K)] 6.8
Thermal expansion coefficient [10-6/K] 23.1

The Dirichlet boundary condition (the first kind of boundary condition) is 
based on the assumption that the function that solves a given problem takes 
predetermined values at the boundary of the domain.

For an ordinary differential equation of the 2nd order, the Dirichlet condition 
takes the following form:

	 𝑦𝑦(𝑎𝑎) = 𝑦𝑦𝑎𝑎, 𝑦𝑦(𝑏𝑏) = 𝑦𝑦𝑏𝑏  	 (1)
where: 

ya, yb – defined. 
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A typical and the most common application is its implementation for the 
Laplace equation, and where for a given area:

Ω ⊂ ℝ𝑛𝑛 
a solution is sought:

𝑢𝑢: Ω → ℝ 
which is continuous in Ω 

 
 and fulfill the equation:

	 ∆𝑢𝑢 = 0 	 (2)
where: 

Δ – a Laplace operator.

And the boundary condition takes the form:

𝑢𝑢(𝑥𝑥) = 𝑓𝑓(𝑥𝑥)    ∀𝑥𝑥 ∊ 𝜕𝜕Ω 
where:

f – a given function defined at the edge of the region, 
𝑓𝑓: 𝜕𝜕Ω → ℝ .
When applying the first kind of condition, two relations should be fulfilled, 

the resulting system of equations can be written as:

{Δ𝑢𝑢 = 0   on Ω
𝑢𝑢 = 𝑓𝑓   in 𝜕𝜕Ω  

This condition is used when describing the phenomenon of heat propagation 
(transport of internal energy), its adoption means that the temperature at the 
edge of the object is determined and fully controlled. This means that the 
area is in contact with the source of thermal energy and the object shows good 
conductivity properties.

Results

Figure 3 shows the displacement distribution on the deformed model, the 
adopted scale of deformation is 5:1. Table 3 summarizes the deformation values 
obtained along with the difference expressed as a percentage in relation to the 
third sample. The third sample can be taken as representative, the numerical 
model consisting of 3D elements reflects the real geometry to the greatest extent. 
This modeling method was widely used in various research works and the 
numerical simulations of the process were compared with the results of real tests. 
The test results clearly show that the use of 3D elements guarantees high accuracy 
in terms of the obtained values of residual stresses and the course of deformation. 
For this reason, it is justified to consider this sample representative.
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Fig. 3. Distribution of displacements on the deformed model, scale 5:1

Table 3
Maximum displacement values

Sample Maximum displacement 
[mm] Difference [%]

I 2.12 31.6

II 1.39 4.3

III 1.45 0

The course of the deformations obtained for the second and third samples 
is similar, and the difference in the values of the obtained displacements is 4.3%. 
For the first sample, the deformation distribution and their maximum value 
differ significantly from the other two samples. It can therefore be concluded 
that the geometry of the weld has a big impact on the displacement distribution, 
which locally increases the stiffness of the structure and directly impacted 
the response of the system. The deformation distribution for the first sample 
indicates its unnatural deformation in the connection line where energy in the 
form of heat has been applied.

Detailed data on the time needed to simulate individual samples are presented 
in Table 4 and Figure 4. For the length of the joined sheets up to 200 mm, 
it can be noticed that the modeling method slightly affects the total calculation 
time. It is caused by a relatively small number of elements, so the time needed 
to create and solve the stiffness matrix for these cases is very similar. A clear 
difference in the computational time can be noticed for samples with a length  
of 3,200 mm, where the solution time of the model consisting of 3D elements 
(sample III) is significantly longer compared to other samples. With a further 
increase in the length of the sample, the disproportions increase, clearly indicating 
the third modeling method is the most time-consuming.



Technical Sciences	 24, 2021

	 Influence of Various Methods of Modelling the Welding Process…	 279

Table 4
Time to solve the task for different scenarios [s]

Sample  50 mm 200 mm 800 mm 3,200 mm 12,800 mm
I 10 12 21 49 186 
II 10 12 21 58 227 
III 18 18 26 115 545 

Fig. 4. Comparing the times of solving the task for different scenarios

Conclusions

Thermal deformation of welded structures is a serious problem that entails 
costly repairs. Numerical calculations allow simulating the deformations with 
high accuracy. The introduction of this type of simulation into the design process 
in the case of low-series structures allows avoiding many problems already at the 
first assembly, where excessive deformations would occur without additional 
calculations.

Based on the obtained results, it can be seen that the modeling method 
has a clear impact on the time needed to simulate the process. The differences 
between the individual computational times increase with the increase in the 
number of elements of the numerical model, which is a natural phenomenon. 
Because welded structures are quite big and that simulation requires the creation 
of a numerical model that consists of a large number of finite elements, the 
selection of the appropriate modeling method is crucial. As can be observed, 
the course of deformation in the area of the sample created with the use of shell 
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elements together with the surface simulating the weld is similar to that obtained 
for a model consisting of 3D elements, the difference is 4.3%. It can therefore 
be considered that modeling with the use of shell elements is the appropriate 
approach provided that an additional plane simulating the weld is used. For the 
vast majority of structures, simulation of the process would not be possible using 
3D element modeling, therefore such a simplification seems highly justified. 
An alternative modeling method using shell elements with additional surface 
significantly reduces the analysis solution time, which is equivalent to the 
possibility of simulating the process for large computational models. To optimize 
the production process, the deformations courses are relevant, and that for the 
above-mentioned methods are similar.

The deformation distribution obtained for the first sample, where the 
additional surface in the weld area is not taken into account, differs distinctly 
from the other results and does not coincide with the deformations obtained 
in practice. For these reasons, the use of such an approach in modeling seems 
to be unjustified for this kind of joints.
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A b s t r a c t

The aim of the study is to determine the effect of a randomly generated rough surface on 
the laminar flow of a fluid in a microchannel. Two-dimensional axially symmetric microchannels 
with a circular cross-section in the range of Reynolds number Re = 100-1700 were considered.  
Flow numerical simulations were performed using the Ansys / Fluent software.

Introduction

The rapid development of miniaturization observed in the last decade has 
provided new scientific problems and technological challenges. Microdevices and 
microcomponents are becoming increasing widely used in numerous industrial 
applications from biomedicine to fuel cells. Most of these devices have microfluidic 
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systems with various functionalities, from process to cooling (Kmiotek, Kucaba- 
-Piętal 2018, Kordos, Kucaba-Pietal 2018, Marzec 2021, Zaremba et al.  
2018). Unfortunately, the direct translation of the flow models and heat transfer 
problems developed and tested for macrochannels is not justified for microchannels, 
because they do not take into account the phenomena significant in the microscale 
and the discrepancies increase with the reduction of the characteristic dimension 
and the surface treatment method. For example, as the channel size decreases, 
there is an increase in the effect of roughness on fluid flow.

While the flows in rough macrochannels are very well known, the micro 
scale has not been fully researched yet. Therefore, in recent decades, a lot of 
experimental research has been carried out on microchannels. Some of these 
studies indicate a change in the nature of the flow with a lower critical Reynolds 
number value than in the macro scale, as well as a greater roughness coefficient 
occurring in channels with a small hydraulic diameter. It is suggested by the 
increase of the roughness effect together with the decrease of the channel size 
(Dai et al. 2014, Zhang et al. 2010).

The article presents how the flow in the micochannel is influenced by the 
occurrence of a randomly generated surface roughness, i.e., a set of unevenness 
(peaks and pits) on the real surface with relatively small spacing between vertices 
(Kandlikar 2006, Whitehouse 2004), 

In the macro scale, the material from which the element was made, the 
type of processing, and processing parameters undoubtedly have the greatest 
influence on the surface roughness. The surface can most often be characterized 
as a combination of two profiles – waviness and roughness (some surfaces also 
show a shape error). Waviness is measured over a much greater distance than 
roughness. The difference between the profiles is shown in Figure 1. 

Fig. 1. Comparison of roughness and waviness 

To describe the surface structure in the macroscale, various surface 
parameters are defined by means of numerical values. Many of them do not 
have a significant impact on the macroscale flow, however, they are particularly 
important in microchannels, because the considered inequalities are then 
larger. They can be divided into three groups (Fig. 2) describing the following 
features: amplitude, spacing, and slope, of which amplitude is of key importance 
in microflows.
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Fig. 2. Example parameters describing the surface

The most common and commonly used parameter describing the amplitude 
is the Ra parameter. Its value describes the arithmetic mean of the profile 
deviation from the mean. The calculation of this parameter is shown in Figure 3. 
The mean profile line (i) is determined by calculating the mean profile height 
along the sampling length. All negative deviations are converted to positive (ii). 
The mean line from the modified profile (iii) is then calculated. The Ra parameter 
alone is not sufficient to fully describe the surface roughness, but it is most 
commonly used in the case of microns. The Ra parameter is determined by the 
formula (Whitehouse 2004):

	 𝑅𝑅𝑎𝑎 = 1
𝑙𝑙𝑟𝑟
∫ |𝑧𝑧(𝑥𝑥)|d𝑥𝑥

𝑙𝑙𝑟𝑟

0
 	 (1)

where:
lr	 – sampling length [m], 
z(x)	– profile height along the length x [m]. 

Surface roughness is the result of the simultaneous interaction of many 
independent factors, both random and determined, and as a result it has a very 
complex microgeometry. The size of the surface roughness depends on the type 
of material and, above all, on the type of its processing. Roughness is caused, 

Fig. 3. Ra parameter
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among others, by the processes of decohesion, plastic deformation in the cutting 
zone and formation of chip segments, friction of the tool contact surface against the 
machined surface, and chip friction against the machined surface (Whitehouse 
2004).

When machining surfaces, even on a microscale, surface roughness 
is inevitable. There are many types of micro-machining methods with machining 
precision from 10-2 μm to 5 μm, such as EDM (electrical discharge machining), 
ECM (electrochemical machining), pickling, micro-milling and so on (Chu et al. 
2014). Depending on the production process, the microchannels can therefore even 
have a surface roughness in the order of the size of the channel. To properly design 
flow microdevices, it is necessary to determine the physical laws governing the 
fluid flow and heat transfer in the microchannel, taking into account the method 
of making the microdevice and the resulting roughness of the microchannel 
surface (Kandlikar 2006). 

 According to the knowledge of macrosystems, when the relative roughness 
is less than 5%, its influence on the coefficient of friction is negligible (Kandlikar 
2006). For microscale channels, experimental and numerical results showed 
that surface roughness has a significant effect on heat transfer and heat 
transfer (Ansari, Zhou 2020, Lu et al. 2020, Mirmanto, Karayiannis 2012).  
For example, the experiment of Kandlikar et al. (2005) indicated that for 
a 0.62 mm pipe with a relative roughness height of 0.355%, the influence 
of roughness on the coefficient of friction and heat conduction was significant. 

In publication (Dai et al. 2014), the authors reviewed 33 scientific articles 
(a total of 5,569 data were collected) for flows in micro- and mini-channels with 
different wall roughness. The aim was to determine the effect of roughness on the 
friction coefficients. The authors concluded that if the relative roughness height 
is <1%, it has little effect on the friction coefficient and the critical Reynolds 
number. A value of 1% has been suggested as the threshold for distinguishing 
between smooth and rough micro- and mini-channels.

Despite the availability of a large amount of experimental data, the flows 
in microscopes are still not fully investigated and described. Due to the scale 
of the phenomenon, numerical simulations seem to be a good tool. The data 
obtained through computational methods allows the analysis of many aspects 
difficult to grasp in an experiment, which will enable understanding of the basic 
physics of the problem.

Most often in the literature, the surface roughness is modeled with simple 
geometric shapes, e.g., triangles, rectangles, squares, ellipses, trapeziums 
(Lalegani et al. 2018, Zhang et al. 2010, Croce 2016) and the fractal geometry 
method (Jia, Song 2019) or Gaussian function (Pelević, van der Meer 2016). 
However, due to the stochastic nature of roughness, a better approach seems  
to be to randomly generate surface irregularities, which will be described later 
in the article.
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Literature analyzes show that roughness affects the streamline distribution. 
With a high roughness value, this can lead to the flow being detached near the 
wall and the formation of recirculation zones. Detachment of flow and recirculation 
areas are most likely the main causes of increased friction and the formation 
of a pressure gradient (Zhang et al. 2010).

The aim of the study was to estimate the effect of roughness on the laminar 
flow of fluid in microchannels, as well as to select an appropriate method 
of roughness modeling to achieve the best compliance with the experimental data.

Research methodology

Two-dimensional axially symmetrical microchannels with a circular cross- 
-section were considered. On the wall of the microchannel there are elements 
simulating the roughness of the channel generated on the basis of the normal 
distribution, with the density function:

	 𝑓𝑓𝜇𝜇,𝜎𝜎(𝑥𝑥) =
1

𝜎𝜎√2π
exp (−

(𝑥𝑥 − 𝜇𝜇)2
2𝜎𝜎2 ) 	 (2)

where:
µ	– expected value [–], 
σ	– standard deviation [–], 
x	– a random variable with the expected value μ and variation σ2 [–].
The area was obtained by generating a random value from 0 to 1 as a random 

variable. The average was the radius of the channel (i.e., 25 μm), while the 
standard deviation was defined as the product of 1.25 and Ra (Zhang et al. 
2010). The radius ri is randomly generated by the above-mentioned function.  
The variable xi changed in the axial direction by a constant value equal  
to Sa (xi +1 = xi + Sa). Having these 2 parameters, it was possible to generate 
a random (one-dimensional) curve. To achieve the three-dimensional effect, 
further curves with SΦ spacing are generated. The microchannel is modeled 
as axisymmetric, therefore the curves are averaged (i.e., rays having the same 
x variable are averaged).

As a result, we get i points with radius ri and location on the xi axis. This is 
visualized in Figure 4. Due to the randomness of the process, Ra of each surface 
is monitored, then the mean Ra of the generated surfaces is calculated. The final 
surface is accepted if the mean Ra (calculated from all surface components) does 
not differ by more than 0.3% from the target Ra.

The flow was assumed to be two-dimensional, axisymmetric, incompressible, 
and steady. The diameter of the channel was a characteristic dimension for the 
Reynolds number. The test fluid was water at room temperature (fluid density 
ρ = 998 kg/m3, dynamic viscosity μ = 0.001 Pa·s). The microchannel geometry 
is presented in Figure 5.
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Fig. 4. The method of generating random points 

Fig. 5. Geometry of the microchannel

The parameters adopted for the calculations are presented in Table 1, while 
the parameter values used for the modeling of the random surface are presented 
in Table 2.

Table 1
 Parameters used in the calculations

Characteristic Symbol Value Unit

Microchannel length L 1 mm

Microchannel diameter Dh 50 μm

Inlet velocity Vin 2,01-42,12 m/s

Table 2
 Parameters used in the modeling of a random surface

SΦ Sa

36° 1 µm
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The flow in the microchannel results from the principles of fluid conservation 
(Kandlikar 2006):

1. Principles of conservation of mass:

	
∂𝜌𝜌
∂𝑡𝑡 + div(𝜌𝜌𝑉̅𝑉) = 0 	 (3)

2. Principles of conservation of momentum:

	  𝜌𝜌 ∂𝑉̅𝑉
∂𝑡𝑡 = 𝜌𝜌𝐹̅𝐹 − grad  𝑝𝑝 + 𝜇𝜇∆𝑉̅𝑉 	 (4)

where: 
	– velocity vector [m/s], 
ρ	– fluid density [kg/m3],
F ̄	– vector of mass forces [N],
𝑝	– fluid pressure [Pa].

The system of equations adopted for modeling can be written in the form 
of equations:

– equation of continuity:

	
1
𝑟𝑟
𝜕𝜕(𝑟𝑟𝑢𝑢𝑟𝑟)
𝜕𝜕𝜕𝜕 + 𝜕𝜕(𝑢𝑢𝑧𝑧)

𝜕𝜕𝜕𝜕 = 0 	 (5)

– momentum equations (Navier-Stokes):

	 𝜌𝜌 (𝑉𝑉𝑟𝑟
𝜕𝜕𝑉𝑉𝑟𝑟
𝜕𝜕𝜕𝜕 + 𝑉𝑉𝑧𝑧

𝜕𝜕𝑉𝑉𝑟𝑟
𝜕𝜕𝜕𝜕 ) = −𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 + 𝜇𝜇 [1𝑟𝑟
𝜕𝜕
𝜕𝜕𝜕𝜕 (𝑟𝑟

𝜕𝜕𝑉𝑉𝑟𝑟
𝜕𝜕𝜕𝜕 ) −

𝑉𝑉𝑟𝑟
𝑟𝑟2 +

𝜕𝜕2𝑉𝑉𝑟𝑟
𝜕𝜕𝑧𝑧2 ] 

	

	 𝜌𝜌 (𝑉𝑉𝑟𝑟
𝜕𝜕𝑉𝑉𝑧𝑧
𝜕𝜕𝜕𝜕 + 𝑉𝑉𝑧𝑧

𝜕𝜕𝑉𝑉𝑧𝑧
𝜕𝜕𝜕𝜕 ) = −𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 + 𝜇𝜇 [1𝑟𝑟
𝜕𝜕
𝜕𝜕𝜕𝜕 (𝑟𝑟

𝜕𝜕𝑉𝑉𝑧𝑧
𝜕𝜕𝜕𝜕 ) +

𝜕𝜕2𝑉𝑉𝑧𝑧
𝜕𝜕𝑧𝑧2 ] 	 (6)

The commercial ANSYS Fluent software, using the finite volume method, 
was used to solve the equations.

The boundary conditions adopted for the analysis are:
–	 at the inlet to the duct, a profile was set up at the outlet of the reference 

pressure,
–	 zero tangential velocity on the channel wall (also impenetrability of the 

walls),
–	 axial symmetry.

The Reynolds number was determined from the formula (Kandlikar 2006):

	 Re = 𝜌𝜌𝑉𝑉𝑉𝑉𝐿𝐿
𝜇𝜇  	 (7)
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where:
DL	– characteristic dimension [m], 
µ	 – dynamic viscosity [kg/m∙s], 
V	 – flow velocity [m∙s].

To determine the effect of roughness on the flow in the microchannel, the 
formulas used in macrochannels and milichannels were used. The dimensionless 
coefficient of friction (Fanning, Dracy) was determined (Kandlikar 2005). 
The Fanning friction coefficient (fF) is defined as:

	 𝑓𝑓𝐹𝐹 =
𝜏𝜏𝑤𝑤

1
2 𝜌𝜌𝑢𝑢𝑚𝑚

2
 	 (8)

where:
τw	 – tangential stresses [Pa], 
um	– average velocity of the liquid in the channel [m/s].

The Darcy’s coefficient of friction (fD), related to the Fanning’s coefficient 
of friction, is expressed as:

	 𝑓𝑓𝐷𝐷 = 4𝑓𝑓𝐹𝐹  	 (9)

Darcy’s coefficient is also defined as the ratio of the Poiseuille number Po 
to the number Re as in the formula (Kandlikar 2006):

	 𝑓𝑓𝐷𝐷 =
𝑃𝑃𝑜𝑜
Re 	 (10)

The Poiseuille number assumes a constant value, in the case of developed 
laminar flow, it differs depending on the shape of the channel cross-section. 
For a circular channel, the Poiseuille number is assumed to be constant at 64.

Formula for pressure drop taking into account friction losses:

	 Δ𝑝𝑝 = 2𝑓𝑓𝐷𝐷𝜌𝜌𝑢𝑢𝑚𝑚2 𝐿𝐿
𝐷𝐷  	 (11)

where:
D	–	channel diameter or hydraulic diameter if the channel cross-section 

is other than circular [m], 
L	 –	channel length [m].

The Dracy coefficient of friction depends on: the type of flow, wall roughness, 
pipe geometry (length, diameter) and is most often determined using the Moody 
diagram. Dracy’s coefficient of friction for laminar flow can be determined based 
on the Hagen-Poiseuille law (Kandlikar 2005):
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In macro and microscale in laminar flow, the coefficient of frictional loss 
depends on the Reynolds number and not on the roughness (Kandlikar 2005).

According to (Dai et al. 2014) after calculating the coefficient fD, it is possible 
to calculate the corrected roughness coefficient matching the experimental data 
obtained in microchannel tests using, for example, the Gaussian distribution 
model, which assumes that the roughness behaves in accordance with the 
Gaussian normal distribution. The correlation was developed based on the 
standard deviation of the roughness profile. A correction factor has been 
introduced that modifies the friction coefficient fD. The relative roughness of the 
discussed correlation is:

	 𝑓𝑓𝐷𝐷corr
𝑓𝑓𝐷𝐷

=

{ 
 
  1/ [1 − 23 (2.5𝜀𝜀𝐷𝐷 )

2
]  for 𝜀𝜀/𝐷𝐷 ≤ 0.04

1/ [1 − 50 (2.5𝜀𝜀𝐷𝐷 )
2.4
]  for 0.04 ≤ 𝜀𝜀/𝐷𝐷 ≤ 0.06

 	 (12)

where:
ε – the roughness height of the inner surface of the microchannel [m].

The construction of the microchannel geometry takes into account the entrance 
length. The entrance length was calculated from the formula (Kandlikar 2006):

	 ℎ/𝐷𝐷 ≅ 0.05 Re 	 (13)

The entrance length of 6 mm was adopted for Re = 2,100. The value of the 
exit length was set at 0.5 mm.

Grid Convergence Index (GCI) relative to the average velocity in the section 
located in the middle of the channel length was determined to assess the 
correctness of the mesh compaction:

	 CGI = 𝐹𝐹𝑠𝑠 ∙
|𝑢𝑢ℎ2 − 𝑢𝑢ℎ1

𝑢𝑢ℎ1 |
𝑎𝑎𝑝𝑝 − 1 ∙ 100 	 (14)

where: 
Fs	 –	security factor [–], 
uh1, uh2	–	selected parameter (velocity is assumed) [m/s],
h1, h2	 –	number of finite elements [–],

𝑝𝑝 = ℎ2
ℎ1

 	 –	współczynnik zagęszczenia siatki [–], 

a	 –	the approximation order of the calculations (the assumed value is 2) [–].

In order to optimize the mesh, a study of the GCI coefficient was performed. 
These studies have shown that with an element size of 0.1 µm, the GCI coefficient 
is less than 0.4%. 

The mesh was generated from elements of the prism and tetrahedron type.
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Research results

To investigate the effect of roughness on the flow in the microchannel, 
the following were analyzed:

–	 changing the shape of the roughness element – as a surface composed 
of points that meet the Gaussian distribution for the flow of fluid in a channel 
with a circular cross-section,

–	 a change in the Reynolds number from Re = 100 to Re = 1,700.
Based on the calculations, the coefficients of linear loss, pressure loss were 

determined, and the current lines and velocity vector distributions were generated. 
Linear loss coefficients were compared to those derived from classical theory, 
Gaussian random distribution, and experimental data (Mohiuddin Mala, 
Li 1999). 

The effect of the scatter of results resulting from the pseudo-random 
distribution of points from which the geometry is built was also investigated.

Due to the use of randomly generated geometry, it was required to create 
a statistical sample. For this purpose, 30 sample random surfaces of Ra=1.75 µm  
(Fig. 6). The Darcy coefficient (f_rand) was calculated from the formula (11), 
on the basis of the mean of these 30 models, for Reynolds numbers 100-1,700. 
Then, the standard deviation was calculated (Tab. 3).

Fig. 6. An example of one of the generated geometries, together with the mesh

The results in Table 3 show that the greatest uncertainty concerns the higher 
values of Reynolds number, for Re = 1,700-99.8% of the results are within ±5.3% 
of the mean value, while for Re = 100 only within ±2.1%.

Moreover, a comparison the Darcy roughness coefficient was made of the 
results from the random surface simulation (f_rand), the coefficients resulting 
from the classical theory (fclassic = 64/Re) and the results of the experimentally 
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obtained coefficients (fexp) (Mohiuddin Mala, Li 1999), as well as those generated 
by the Gaussian random distribution formula (fgaussian) calculated from the 
formula (12). In the equation, fD has been replaced by fclassic. All results were 
compared to the experimental data (Tab. 4).

Table 4
 Comparison of Darcy roughness coefficients

Re
V

fexp

100
2.01
0.720

300
6.03

0.242

500
10.05
0.146

900
18.09
0.088

1,300
26.13
0.068

1,700
34.17
0.058

frand
Absolute difference
Relative difference

0.704
-0.016

2.2

0.241
-0.001

0.4

0.149
0.003

1.9

0.090
0.002

2.1

0.068
0.000

0.3

0.056
-0.002

4.1

fclassic
Absolute difference
Relative difference

0.640
0.080
11.1

0.213
0.028
11.7

0.128
0.018
12.6

0.071
0.017
19.5

0.049
0.018
27.3

0.038
0.021
35.5

ffagussian
Absolute difference
Relative difference

0.777
-0.057

7.9

0.259
-0.017

7.2

0.155
-0.009

6.1

0.086
0.002

2.3

0.060
0.008
11.7

0.046
0.013
21.7

Fig. 7. Comparison of roughness coefficients

Table 3
 The influence of randomness on the results of the analyzes

Re
V

100
2.01

300
6.03

500
10.05

900
18.09

1,300
26.13

1,700
34.17

frand
σ

0.704
0.0051

0.241
0.0023

0.149
0.0018

0.090
0.0014

0.068
0.0013

0.056
0.0011

frand + 3 σ
frand – 3 σ

0.719
0.689

0.248
0.234

0.155
0.144

0.094
0.086

0.072
0.064

0.059
0.053
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Based on the results contained in Table 4 and Figure 5, it can be concluded 
that the randomly generated surface is very consistent with the experimental 
results. The maximum relative difference is about 4% for Reynolds number 
1,700. For smaller Reynolds numbers the error does not exceed 2.2%. Using the 
data from the classical theory, it is possible to compute the corrected coefficients 
of a correlation using a random Gaussian distribution. It gives relatively good 
results not exceeding 8% error for Reynolds numbers from 0 to 1,100.

To visualize the flow and present the influence of the Reynolds number on the 
flow, the distributions of the streamlines and velocity vectors for the Reynolds 
numbers 100, 1,100 and 2,100 were generated for an exemplary configuration 
selected from 30 models (Fig. 6, 7).

The results of flows in microchannels with roughness w presented in Figures 8 
and 9 show the deformation of the flow image. The analysis of the test results 
shows the formation of circulation zones in the cavities between the elements. 
With increasing speed, they increase their share in the considered cavity (the 
length of the vortex increases). The distribution of the vortices is irregular, 
depending on the depth of the pit and the Reynolds number.

To investigate the pressure drop in the microchannel, 26 measurement planes 
have been defined. The pressures were related to the cross section at the inlet to 
the channel. The inlet velocity is 2.01 m/s (Re = 100) and 22.11 m/s (Re = 1,100). 
Ra is 1.75 μm. The results are presented for 3 exemplary models (surf_1, surf_2, 
surf_3) selected from the group of 30 created (Fig. 8, 9).

The pressure drop for Re = 100 is close to the linear function. However, when 
the flow velocity increases to Re = 1,100, pressure fluctuations along the channel 
axis become apparent. The nature of the curve is similar, but the larger scale 
(for Re = 1,100) allows to see the nonlinearity of the phenomenon. Despite the 
fact that the pressure drop has a completely different character for different 
models, they all converge to one value for l = 0.001 m.

Fig. 10. Pressure drop for the number Re = 100
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Fig. 11. Pressure drop for the number Re =1,100

Conclusions

Along with the development of miniaturized technologies, microchannels have 
found wide application in microdevices, including in cooling systems of various 
technical devices, especially electronic devices. Hence, the need to research 
the influence of roughness on the flow in microchannels. The article presents 
the results of numerical tests of the influence of randomly modeled roughness 
on the flow and friction losses in microchannels. The analysis of the obtained 
results showed that the roughness has a significant influence on the flow in 
the microchannel.

The most important conclusions are as follows:
–	 Using the method of generating random geometry presented in the article, 

a very good agreement with the experimental data was obtained, especially in 
the range of lower Reynolds numbers, where the relative error was only 2.1%.

–	 The main reason of observed pressure drop is formation of recirculation 
zones in the roughness pits. 

–	 The one of parameters influencing the length of the recirculation zones are 
the roughness height. As a result of increasing the speed, the vortices increase 
with the filling of a given cavity.

–	 Friction losses decreases as the Reynolds number increases.
–	 Comparing several methods of calculating the Darcy roughness coefficient, 

it was found that generating random geometry is the method whose results are 
closest to the data obtained by experiments. The coefficients resulting from the 
classical theory generate from 11.1 to 35.5% error (depending on the Reynolds 
number), therefore it is not the recommended method for calculating the linear 
loss factor in microchannels. On the other hand, the corrected coefficients using 
the formula obtained from the Gaussian distribution model achieve an amazingly 
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good result from 2.3 to 8% (for Reynolds numbers in the range 100-1,100).  
The discussed model works worst for Reynolds numbers in the range 1,100-1,700, 
reaching 22% of the relative error.

–	 The model created on the basis of pseudorandom numbers highlights the 
nonlinearity of the pressure drop along the channel axis (for higher Reynolds 
numbers – eg Re = 1,100). This is expected on a micro scale where there are 
abrupt changes in parameters due to an increased proportion of roughness 
relative to the geometry dimension. 
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A b s t r a c t 

This article describes a way to create a generative model using the example of a cargo bike 
model, which is a very simple object which can be used to present all important rules applied during 
creating generative models. Great attention was paid to the issue of model parameterization, which 
is an elementary thing in all modelling. Besides these aspects, it is also shown how to transform 
a parametric model into a generative model using programming languages. In the last part of the 
article, tests of correct working of model were included which also focused on the right position 
cyclist on the bike and shows how model of cargo bike could change its sizes thanks to correctly 
created generative model.

Introduction

During the design process of a mechanical system, the most common problems 
include (Kuang-Hua 2014):

–	 frequent design changes, especially at the beginning of work;
–	 an increase in the number and complexity of the required design changes, 

when the design process is carried out in large, distributed design groups 
implementing their subtasks in various engineering disciplines;
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–	 very often a simple change in one part causes an explosion of changes in 
related parts and assemblies, thus affecting assembly changes in the entire 
product;

–	 each time the changes made to the product model must meet the design 
constraints requirements.

In the 1960s, Ivan Sutherland developed a program called Sketchpad 
(Sutherland 2003). Sutherland’s idea for computer-aided drawing (later known 
as computer-aided design) was to first draw a sketch (a generic geometrical 
shape) and then add a set of dimensions. In fact, all current CAD systems use 
this concept. To increase the usability of the created geometric model, dimensions 
are divided into further dimensions with fixed values (fixed dimensions) and 
dimensions with floating values (open dimensions) (Shah, Mäntylä 1995). 
It makes it easy to change the value of the selected dimensions depending 
on the respective needs. This model is called a parametric geometrical model 
(Vukašinović, Duhovnik 2019, Kalkan et al. 2018). Parametric-based models 
allow for “reusable geometrical models” to be created. The creation process 
of parametric geometrical models requires experience and knowledge.

The advantages of parametric modelling include:
–	 the mechanical designer has the ability to define design variables by 

assigning dimensions to parts and creating geometric and form constraints 
between parts to build a parametric product model;

–	 in the case of a parametric product model, the designer can make changes 
to the model simply by modifying the values of the geometric dimensions. This 
allows, among others, to quickly identify potential collisions between elements 
in mechanisms;

–	 parametric product models allow designers to effectively search for 
alternative design solutions.

The next step in the development of CAD systems was the generative model. 
A generative model is intended to support the engineer in the course of routine 
activities (Skarka 2006, 2011, Cooper et al. 1999, Foster 2019, Buonamici 

Fig. 1. Operation scheme for a generative model 
Source: based on Skarka (2006).
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et al. 2020). To create such a model, a parametric geometrical model and the 
knowledge base associated with this model are needed. An applied parametric 
model is a generalized model, where the degree of generalization depends on the 
needs and use of such a model. Parametric models are used to create families 
of similar artefacts, while the generative model is a template of the engineering 
design process. It is a record of a certain class of artefacts, for which knowledge 
is acquired and stored in the form of relations between certain features and 
functional requirements (Fig. 1) (Skarka 2006).

Creating generative models is a process related to such issues as: methodology 
of designing mechanical systems, computer science (practical knowledge 
of programming languages), CAx systems (including the ability to use an 
integrated programming language), and knowledge engineering. Due to the fact 
that the scope of issues is very wide, self-generating models should be created 
in interdisciplinary teams.

Methodology of creating generative models

Our own observations allow us to conclude that the process of creating 
parametric models can be presented as a sequence of some stages. Below, it is 
proposed to create generative models in four stages:

STAGE 1: Standardization of the work environment. The purpose of this step 
is to determine the parameters of the working environment, i.e. to select the type 
of the CAD software and, if necessary, the software for numerical calculations 
and simulations; development of report templates and drawing documentation; 
selecting the type of software, storage location and repository structure for files 
with models and reports, etc.

STAGE 2: Analysis of the design of the mechanical system. The purpose 
of this stage is to analyse the structure of a mechanical system in the context 
of creating a parametric model of this system. To this end, it is necessary to 
analyse the individual components with regard to their use in an assembly 
or assemblies in relation to their use in a product. The parametric model is 
driven by the values of some of the highlighted parameters (main dimensions) 
that can affect the values of other parameters. For this purpose, an analysis 
of documentation from the element/assembly design process should be used. 
As a result of this analysis, the structure of the parametric model and the 
relational relations between elements and assemblies should be defined. Then 
sets of main dimensions and characteristic features will be created, as well as 
a set of constraints on the values assumed by these dimensions and features.

STAGE 3: Create a parametric model. At this stage, a parametric model 
should be created using the functions and tools available in the selected CAx 
system. The results of the analysis carried out in STAGE 2 are important here. 
Knowledge of the identified features and dimensions is crucial because at this 
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stage the computational models will be used to link the geometric, material, and 
dynamic features. The process of building parametric models can be presented 
as the following activities:

–	 analysis of the available parametric models and special tools available 
in the selected CAD program, intended for generating this class of models;

–	 in the case of using ready-made parametric models, adaptation of the 
obtained models to the adopted requirements and limitations;

–	 in case of the need to build own parametric models of parts – creating 
geometrical models of parts with a set of assigned parameter sets (main 
dimensions);

–	 if it is necessary to build own parametric models of assemblies, creating 
geometrical models of assemblies with a set of parameters sets assigned to them 
(main dimensions);

–	 development of calculation scripts for parametric models of assemblies and 
parts, with particular emphasis on the relations between dimensions belonging 
to these assemblies and parts, and development of calculation scripts for the 
adopted calculation models;

–	 if there is a need to use a dialog system for communication with the user – 
developing the form of graphical user interface dialog boxes with the use of built-
in tools or programming libraries developed, e.g. in an external tool software.

The created parametric models can be the basis for the development 
of generative models. In this case, you can apply elements of knowledge-based 
design, ultimately integrating design knowledge into the CAD model.

STAGE 4: Verification of the model. This step is to verify the created 
parametric and/or generative model in relation to the adopted assumptions and 
constraints. The generated geometric form and the created program code for 
the adopted calculation model should be thoroughly checked. It is recommended 
to develop a test example to facilitate verification.

Cargo bike advanced CAD model

The cargo bike model is a very good example of the utility of designing 
generative models. Every man and woman have different physiques and needs 
(Riggs 2016). It is possible to design a generative model of cargo bike and provide 
the user with a form, where the user will be able to set information about his 
height, data about goods which he would like to transport, or the number of people 
who would be passengers of this bike, and based on these data algorithms, the 
model of cargo bike will be the most compatible with information which were 
set by the user in form.

Everyone has different body sizes, so it seems normal for not everyone to be 
comfortable riding on all sizes of bikes. Of course, there are parts that can be 
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regulated, such as seat height, but the first step in choosing a bike should be 
to fit the correct frame size. In practice, there is an important dimension that 
allows us to choose the right frame size. This is the height of the crotch, which 
is the dimension from the floor to the crotch. This value should be multiplied 
by a special coefficient which depends on the type of bike for which the frame 
is chosen. In this project, a frame for mountain bike (MTB) was created, so in 
this case the coefficient was 0.57. The received value is the ideal size of the seat 
tube, so due to this we can read the rest of the important dimensions from the 
table on the producer’s website. Table 1 shows an example of this.

Table 1
Frame sizes for MTB bike 

Element
Sizes [cm]

XS S M L XL XXL
Seat tube 34.5 40 44 48 52 56
Frame tube 54.5 58.5 61 63.5 66 68.5
Head tube 9.5 10.5 11.5 12.5 13.5 14.5
Bottom tubes of rear triangle 44
Seat tube angle 73
Head tube angle 70

Source: based on Przechodzień (2020).

Diagram of a generative CAD model 

Figure 2 shows a diagram of the generative model developed. The source 
of parameters for frame sizes from each type of bike – Long John and Trike – 
is a part file named “GLOBAL PARAMETERS.ipt”. Then each type is shaped 
separately. Based on the three main dimensions of the cargo – width, length, 
and height – the dimensions of the cargo space are calculated. It was assumed 
that the method of fixing the wheels to the frame and the wheel sizes will be 
common for each type of bicycle. Depending on the bike type selected, the main 
assembly is made in “00_cargobike_longjohn_iassembly.iam” or “00_cargobike_
trike _iassembly.iam” and then this assembly is read by the parent assembly 
model, a file named “#Generative model of cargo bike.iam”. This file has an 
attached script and a dialog form. The script contains the functions necessary 
to control the dialogue, as well as functions to calculate the dimensions of the 
frame, cargo space, and other parts. The form “Cargo bike frame selection” has 
been created to control the dialogue.
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Fig. 2. Generative model diagram

Generative model of a cargo bike

The first step in creating the right generative model is to prepare the correct 
parametric model (Shih 2019, Lancaster 2020). We can do it with a standard 
modelling method, which we use during our daily work. It is only important 
to find one or a few significant dimensions which will define other dimensions 
of the model. In case of creating cargo bike model this, the most important 
dimensions were length of seat tube,, head tube and frame tube. So if there 
are only three control variables which will be responsible for all bicycle figure 
in part for cyclist, this is a good idea to put them into the separate model file 
and in the next steps of modelling relate to them. So, as we can see in Figure 3,  
a file with only three parameters in the list was created.
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Fig. 3. Global parameters

Thanks to this simple operation, we obtained the possibility to import this 
parameter into any model file where it will be necessary. After this, I could create 
parameters in the file with a sketch of the bicycle. In the next steps, only these 
3 variables were used to obtain any other tube figure of all the cargo bikes. The 
list of parameters and mathematical operations performed is shown in Figure 4.

Fig. 4. List of parameters in the sketch file



Technical Sciences	 24, 2021

308	 Sebastian Rzydzik, Marcin Adamiec

In this project, the frame generator (Autodesk. 2020, Munford 2016, Shih 
2019) was used. This is a tool offered by Autodesk Inventor that allows to replace 
the sketch with tubes models and create simple connections between these 
elements (Lancaster 2020). Therefore, this is something which will be perfect 
to use in a bicycle model. The very important thing was also right and the full 
constraint of the sketch because during the model work all of these elements 
will be changing all the time. Thanks to the use of defined parameters and 
sketch constraints, a drown model of a cargo bike could be built on a few planes 
in three-dimensional space. It is visible in Figure 5. After this, it was possible 
to create a frame assembly using the aforementioned tool.

Fig. 5. Sketch and frame construction of a cargo bike

After the frames were fitted with the operations mentioned above, typical 
bicycle accessories and instruments such as wheels, saddle, steering wheel, and 
pedals were added. Normally, the Long-John bike also has a rod connecting the 
handlebar to the front wheel, which allows its turning, but this element was not 
included in the model as it is a less important accessory in the context of the 
main topic. So there were prepared in all 8 assemblies which differ from each 
other generally only in the form of a basket, but thanks to this and the option 
iAssembly in Autodesk Inventor it is simple to switch models between these 
which are actually required by the user. All of these assemblies are presented 
in Figure 6.

The very important item was the basket, which is used to transport goods and 
people. This is an accessory which has to cooperate with frame, so its dimension 
had to be correctly parametrized and addicted to dimensions of frame.

So, if we have prepared a parametric model now, we can focus on the 
most important part of generative models – the computer program and forms.  
The first step was to import all bicycle assemblies into one large assembly and 
turn off their visibility. In assumptions of the project program, the visibility 
between these models will be changed according to the information which will 
be put in the form of the user. The very good idea is also to create a list of control 
parameters that will cooperate with the script and will be used to store variable 
values. These things are visible in Figure 7.
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Fig. 6. All models of the cargo bike

Fig. 7. Imported models and list of control parameters

After preparing the main model and parameters, it was possible to start 
programming all the generative parts. The first thing that was to be done was 
design the user form which will be responsible for the interaction between the 
user and the model. To implement these assumptions, the form was split into 
steps, and the first of them is selection of the type of cargo bike. There are only 
two options (for long john or trike) and each of them activates another section 
of form that is responsible for this type of cargo bike which the user has chosen. 
All this form was presented in Figure 8.
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Fig. 8. Cargo bike selection form
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Right working of this form and model was possible thanks to using rules 
which are written in Visual Basic of Applications language.

Rules Goods_type and Frame are the most important rules in this model. They 
are responsible for switching bikes, assigning values to appropriate parameters, 
and generating the final version of the cargo bike. Button_active is a rule that 
activates the ‘OK’ button in the form after entering the user’s input data. Rule 
Bike_type allows for dynamic switching between suitable fields in form according 
to chosen by user type of cargo bike. Form_open is used as a trigger for opening 
the form at the moment when the model is opened.

Verification tests

After creating all elements that were described above, it was necessary 
to check if the generative model fulfils its function. To show the differences 
in the position of the human body on a bicycle with different frame dimensions, 
a dummy model was used (Fig. 9).

Fig. 9. Dummy model used to tests

In each of the tests, it had exactly the same dimensions, which was to show its 
current position. So, the dummy model was placed on the bike with the smallest 
frame. As you can see in Figure 10, the bike was too small for the person with 
a body similar to this dummy. It was not comfortable and ergonomic for cycling. 
After changing the crotch to a larger dimension, this situation was slightly 
better, but it was still not in the correct position (Fig. 11).



Technical Sciences	 24, 2021

312	 Sebastian Rzydzik, Marcin Adamiec

So, in the last test, the real value of the crotch dimension of the dummy was 
given. It was not surprising that in this case the frame size was acceptable for 
the body dimensions of the dummy (Fig. 12).

Fig. 10. Test with a dummy in the smallest frame

Fig. 11. Test with a dummy in the medium frame

Fig. 12. Test with a dummy in the correct frame

Also, in the parameter lists there are changes which are submitted by the 
work of rules. In Figure 13 and Figure 14 the differences between the global 
parameters (which are the most important parameters in this model) were 
shown depending on the given height of the crotch. All operations and changes 
to parameter values take place in the background during the execution of the 
generative model functions, while the user entered only one piece of information 
in the form.
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Fig. 13. Value of global parameters when a small crotch height value was given

Fig. 14. Value of global parameters when a small crotch height value was given 

Summary

Generative models are created using parametric models. Parameterization 
allows you to create reusable geometric models (Shah, Mäntylä 1995) or struc-
ture families. The process of developing parametric models requires experience 
and knowledge about potentially other applications of the constructed system.

The input parametric model is a generalized model. The scope of the 
generalization depends on the needs and purpose of such a model. Parametric 
models are suitable for creating families of structures for a predetermined 
structural form. On the other hand, the auto-generating model is a construction 
template, a record of a class of technical objects, taking into account the design 
knowledge identified especially for their needs.

The main disadvantages of generative models are the following:
1. Their flexibility and use depend on the scope and quality of the integrated 

knowledge. In the case of newly created structures, the constructor, while selecting 
the design features, focuses solely on solving the current problem. At the same 
time, it does not deal with generalizing its actions, which should be treated as 
typical behavior. Only creating many similar solutions allows the constructor 
to refer to his experience and attempt to generalize the developed methods. This 
is a known issue and can only be mitigated; it cannot be eliminated. Therefore, 
autogenerating models are difficult to develop in innovative structures, although 
the knowledge contained therein may be the basis for the development of such 
structures.
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2. The incorrect parameterized input geometric model (of parts and assemblies) 
causes many problems related to the resulting limitations in shaping geometrical 
features. Before the parameterization process of the geometric model, the basic 
parameters of the product, in particular the ranges of the main dimensions, 
should be clearly defined and then related to the design features. During 
the parameterization process, one should refer to experience (self or other 
constructors), because parameterization of geometric models is a complex creative 
process.

3. Although the methodologies for generating generative models are not 
related to specific CAx systems, their implementation must take into account 
the limitations imposed by a given CAx system. The most noticeable here is 
the lack of a format for recording geometric models, recognized by leading CAx 
software producers, along with the knowledge that was used to generate these 
models. The greatest hopes are associated with the STEP format, which according 
to the standard allows for the recording of information related to all phases of 
a product’s existence.
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A b s t r a c t

There is a need to design new, lighter aircraft structures, which has a direct impact on the 
safety and costs of aircraft maintenance. One of basic parts of an aircraft is ites landing gear, whose 
main functions are to enable taxiing, safe landing, take-off, and to assist the remainder of ground 
operations. Landing gear failures are usually related to metallurgy, processing, environment, 
design, and causes of overload. These are conditions that can be prevented using modern methods 
to calculate the strength of such a landing gear in various conditions. The paper presents stages 
of a simulation study of the fixed three-wheeled spring landing gear for an ultralight aircraft. 
Analysis of forces acting on the landing gear during drop test and their implementation by numerical 
computer methods allowed for the creation of a model in the CAD (Computer-Aided Design) tool 
and its FEA (Finite Element Analysis). These results were compared between a modeled classic 
spring landing gear and the one made of composite materials. The further goal of the research will 
be to build a drop test stand for a small landing gear used in airplanes and drones. This method has 
a significant impact on simplifying the design of the landing gear, its modeling, and optimization.
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Introduction

The paper presents the stages of a simulation study of the fixed three-wheeled 
spring landing gear for an ultralight aircraft. The main assumptions of the paper 
are the type of landing gear mounting, the type of aircraft, and the layout of the 
landing gear, i.e. two rear wheels and the front one.

The limitations of the tested structures are the minimum load capacity, 
deflection, and thus the dissipation of the impact force during the drop test and 
landing, structure weight, and feasibility. The issues of attention are elaborated 
further in the text.

The landing gear analysis was performed based on mathematical equations 
developed based on applied mechanics. Shape optimization is an engineering 
problem, while the selected materials and their analysis are related to material 
engineering. Moreover, the analyzes were performed based on IT techniques.  
For the design purposes, the Zenith STOL CH701 aircraft was selected for which 
the landing gear was analyzed. This is a very popular aircraft in the world. 
It is well-known construction, but this model of an airplane is still produced 
(Introducing the Zenith… 2021).

For the aircraft to be admitted to air traffic, it must meet the requirements. 
Based on the CS-VLA and the general principles of designing the landing gear, 
calculations were made to determine the force acting on the landing gear during 
the drop test (Easy Access Rules… 2018). All the parameters adopted for the 
calculations were based on the data of the CH701 aircraft. 

The landing gear is a very important structural element of an aircraft, 
as it is the only mechanical system in an aircraft that is adapted to contact 
with the ground, and its durability determines whether the aircraft lands safely.  
There are different types of landing gears in aviation. The article focuses on 
a three-wheeled beam-type landing gear. These landing gears are made of various 
materials such as steel and aluminum.

Due to the necessity to carry out a practical analysis, a design of a measuring 
stand is developed, the purpose of which is to compare the results obtained by 
mathematical analysis and by an analysis carried out in specialized software 
used in the aviation industry.

Figure 1 shows the scope of work needed to optimize the existing landing gear 
and use new material and shape for it. This work is focused on the steps marked 
with a red rectangle. These are the stages related to the initial design phases.

The next phases that will be carried out will present dynamic dependencies 
that should be met during dynamic analysis. The dynamic analysis will cover 
the entire landing gear, including wheels and tires. The first step is a static 
analysis of the chassis beam itself, which I focused on in this article. Landing 
gear failures account for many of all defects reported in general aviation. These 
errors are usually related to material properties, processing, environment, design, 
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and causes of overload. These are conditions that can be easily prevented by 
applying good engineering practices and maintenance practices that are usually 
well established in the aerospace industry (Gudmunidsson 2013).

Landing gear efficiency depends on the damping system which is used 
in the landing devices. Highly effective rubber or hydraulic shock absorbers 
have high drag and weight. As a result, general aviation aircraft do not often 
use such damping devices. The most commonly used is the spring landing gear. 
Such a landing gear practically does not absorb impact energy and requires 
attention during landing. Of course, tires absorb some part of the energy, but it is 
a very small one and may not even be taken into account during the efficiency 
calculations. The shape and material of the spring used to have a direct impact 
on the performance of the selected landing gear (Aircraft Landing Gear… 2018).

The main approach reported in the paper is to perform FE (Finite Element 
Analysis) for the CAD (Computer-Aided Design) model of the Zenith STOL 
CH701 landing gear, using the calculations and recommendations contained 
in the CS-VLA.

This research aims to investigate ways of improving the efficiency of a general 
aviation airplane spring landing gear. The following tasks were solved to achieve 

Fig. 1. Multidisciplinary approach to designing an airplane spring landing gear
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this goal: the laws of deformation of a standard metal spring and a similar 
composite spring were determined, the maximum load factor was compiled based 
on of values ​​presented in the literature (Raymer 1989) and an analysis of the 
landing gear mass change was made.

Landing Gear of General Aviation Planes

The main functions of the landing gear are to enable taxiing, safe landing, 
and take-off, support for the remainder of the safe landing and ground operations. 
Currently, the most commonly used system is the “three-wheel” landing gear. 
With a three-wheeled landing gear e.g. in front of the main wheels, the airplane 
is stable on the ground and can land at a large angle of attack. Usually ultralight 
and very light airplanes use a fixed landing gear (Raymer 1989).

Many general aviation aircraft use steel, aluminum, or composite spring 
to pick up and dampen the impact. Spring is popular because it is mechanically 
simple, usually light, and requires no maintenance.

The advantages of composite landing gear brackets are that they are lighter, 
more flexible, and non-corrosive. As the plane lands on the ground, the springs 
bend upward, dispersing and transferring the shock load to the airframe 
at a speed that will not deflect the plane. 

Requirements for landing gear of ultralight  
and very light planes

Requirements to the landing gear conditions for planes of little weight 
categories are described by special specifications (Easy Access Rules… 2018). 
Ultralight planes with MTOW (Maximum Take-off Weight) less than 450-600 kg 
must meet national documents of different countries. This class is regulated in the 
European Union Certifications Specifications for Very Light Aircraft (CS-VLA) 
(Easy Access Rules… 2018) and is limited to MTOW 750 kg. These requirements 
state that the calculated descent velocity, in meters per second, equals:

	 𝑉𝑉𝑧𝑧 = 0.51 √𝑚𝑚g
𝑠𝑠

4  	 (1)

where
m	– MTOW (Maximum Take-off Weight),
s	 – wing area,
g	 – gravitational acceleration.
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The vertical landing loads determined as a result of such a landing also must 
be recalculated in accordance with CS-VLA for lateral and frontal landing loads. 
The effectiveness of the landing gear on the aircraft should also be verified by 
performing drop tests from a height:

	 ℎ = 0.0132 √𝑚𝑚g
𝑠𝑠

  	 (2)

According to CS-VLA, the height of the free drop test should be in the range 
from 0.235 m to 0.75 m. As a result, the drop test is often the main design case 
of landing gear loading.

Taking into account that the requirements for the landing gear of ultra-
light aircraft are simpler than very light ones, they were not considered in this 
research.

Object of investigation

The considered STOL CH701 aircraft (Tab. 1) for which the landing gear 
was analyzed (Fig. 2) was selected for the analysis test. Designed for off-runway 
operations, the all-metal CH701 (Fig. 3), has many features that contribute 
to the aircraft’s capabilities. The main difference of this aircraft is its ability 
to take off and land from very short distance.

For this, the wing of the aircraft has a very powerful aerodynamic devices: 
non-retractable slats and flaps.

Table 1
 General characteristics and performance of CH701

General characteristics of CH 701
Wing area: 122.0 sq ft (11.33 m2)

Max takeoff weight: 1,100 lb (499 kg)
Fuel capacity: 20 US Gal (76 L)

Powerplant: 1 × Rotax 912 four-cylinder liquid-cooled piston engine, 80 hp (60 kW)

Source: based on Introducing the Zenith… (2021)

The main landing gear consists of wide wheels with hydraulic brakes (Fig. 2) 
attached to a leaf spring. The spring is made of aluminum alloy. There are 
recesses on the spring in the places where the spring is attached to the fuselage. 
Those are stress concentrators from the strength point of view. The wheels are 
covered with mudguard to prevent dirt from the wheels from getting onto the 
propeller during off-runway operations.



Technical Sciences	 24, 2021

322	 Paulina Zenowicz

Fig. 2. CH-701 plane
Source: courtessy V. Dudnik

Fig. 3. Solid spring gear deflection 
Source: based on Raymer (1989).
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Analysis based on simplified mathematical model  
and aircraft parameters

The shock absorber is represented by a leaf spring type, which depends on 
the elastic properties of the landing gear legs and normal force during contact 
with the ground. The diagram of the action of forces is presented in Figure 3.

For this example were calculated the reaction force Fs and a total stroke S.

	 𝐹𝐹𝑠𝑠 =
𝑊𝑊𝑁𝑁gear

2 g 	 (3)

where:
W	 – MTOW,
Ngear	– gear load factor,
g	 – Earth’s acceleration.

Gear load factor was taken from table data, for general aviation (Raymer 1989):

Ngear = 3 

The value of the force calculated from formula (3) is expressed as:

Fs = 7,342.8 N

Then the total stroke is calculated for the aluminum and composite landing 
gear.

	 𝑆𝑆 = 𝐹𝐹𝑠𝑠(sin2θ)
𝑙𝑙3
3E𝐼𝐼 	 (4)

where;
θ	 – angle, 
l	 – length,
E	– Young modulus,
I	 – moment of inertia.

It should be taken into account that different materials have different densities 
and Young’s moduli. This has an impact on deflecting the landing gear leg 
during ground operations.

For the paper, a chassis made of 7075 T6 aluminum and Carbon Fiber 
Reinforced Polymer (CFRP) were considered. It should be emphasized that 
in this article CRFP was treated as an isotropic, homogeneous material,  
it is an introduction to the subsequent calculations, detailing the anisotropy 
of composite materials.

Saluminium = 34.15 mm

Scompostice (carbon fiber) = 16.42 mm
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Analysis based on a detailed virtual 3D model

The analysis was performed in SolidWORKS® using the simulation static 
analysis module. In the beginning, supports have been added that are represented 
by the green arrows in Figure 4. They mark the places of supports – for both 
the landing gear cases, these are places where the landing gear connects to 
the plane. The landing gear is mounted in clamps at the fuselage. In the places 
where the clamps are to contact the beam, planes have been added, where the 
bindings have been added so that the beam also bends in the middle, which is 
in line with the actual deformations. Figure 5 presents mesh application.

	 	
	 Fig. 4. Load and supports	 Fig. 5. Mesh application

Then loads were added. The force directions coincide with those in the plane, 
while the value was calculated using the analytical method. The purple arrows 
represent the force of Fs, calculated from formula (3), which is 7,342.8 N.

Then the material was selected, which is the aluminum alloy 7075 T6 and 
Carbon Fiber Reinforced Polymer. Again, to facilitate introductory calculations, 
isotropic properties of the composite material were assumed. Then the FEA 
mesh was selected, and the stress analysis was performed according to von 
Mises and deformation analysis.

For the analysis, a fine standard mesh was used with the size of one element: 
8.5 mm and tolerance of 0.424 mm because it gives the most accurate results 
and the computation time is not significantly extended.

Table 2 shows a comparison of the analysis for an aluminum alloy beam for 
different mesh sizes.

Table 2 
Dependence of the accuracy of the results on the size of the mesh

The global dimension 
of the mesh element 

[mm]
Mesh tolerance 

[mm]
Stress 
[MPa]

Displacement 
[mm]

33.95 1.69 208 22.72
18.25 0.91 227 23.02
8.48 0.42 216.5 23.17
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Comparison of results for landing gear analysis  
from different materials

The von Mises maximum stress criterion is based on the von Mises-Hencky 
theory, also known as shear energy or maximum strain energy theory. Concerning 
the principal stresses σ1, σ2, σ3  the von Mises stress in SolidWORKS® 
is expressed as (Dassault Systemes. 2019):

	 𝜎𝜎Mises = √[( 𝜎𝜎1 −  𝜎𝜎2 )2 + ( 𝜎𝜎2 −  𝜎𝜎3 )2 + ( 𝜎𝜎1 −  𝜎𝜎3 )2]
2  	 (5)

The theory assumes that a plastic material starts to deflect at the point 
where the von Mises stress becomes equal to the stress limit. In most cases, 
the yield point is used as the stress limit. However, the SolidWorks® software 
allows using the maximum tensile strength or a user-defined stress limit.

	 𝜎𝜎max. =
𝜎𝜎material

𝑘𝑘  	 (6)

where
σmax.	 – maximum allowable stress,
σmaterial	– ultimate tensial strength for each material,
k	 – safety factor, for landing gear k = 1.5 (Raymer 1989).

The paper assumes that the maximum stress is the limit for a given material. 
The maximum stress for each material was calculated according to formula (6). 
For the landing gear, the FEA simulation was used for two materials – aluminum 
alloy 7075-T6 and CRFP. Static analysis was performed for the previously modeled 
landing gear. The parameters of the considered materials are presented in Table 3. 

Table 3
Parameters of the consideres materials 

Type of spring Young’s modulus
[GPa]

Weight 
[kg]

Volume 
[m3]

Density 
[kg3/m]

σmaterial
[MPa]

σmax.
[MPa]

Aluminium 
7075 T6 71.7 13.7 0.00489 2,810 505 336.7

CFRP 150 7.8 0.00489 1,600 1,500 1,000

Source: based on Inagaki (2000).

This analysis presents a static simulation of the landing gear deflection and 
von Misses stress under a given force Fs. The results in the form of reduced 
stresses and resultant displacements are presented in Table 4.
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Table 4
 Comeparision of results

Type of spring von Mises reduced stress Resultant displacement
min. 

[MPa]
max.

 [MPa]
min.
 [mm]

max. 
[mm]

Aluminium 7075 T6 0.005 208 0 22.72
CFRP 0.01 265 0 11.23

Figures below are von Mises stress static analysis (Fig. 7) and displacement 
(Fig. 8) figures for a beam made of 7075 T6 aluminum. The place of stress 
is concentrated under boundary conditions.

Fig. 6. Reduced stress according to von Mises – aluminum alloy

Fig. 7. Resultant displacement – aluminum alloy
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The comparison of simulation results of the von Mises and displacement 
analysis are shown in Table 5.

Table 5
 Comparison of calculation results

Type of spring σ
[MPa]

von Mises 
reduced stress

Max. [MPa]

Deformation of lowest 
point [mm] – 

calculated

Deformation of lowest 
point [mm] – from 

FEA

Aluminum 7074 T6 336.7 208 34.15 22.72

CFRP 1,000 265 16.32 11.23

Fig.  8. Cross-section of the landing gear beam profile

Further analysis of the designed landing gear beam required interference 
with the shape of the profile used in the structure. Figure 8 shows the cross-
section of the profile used in the analyzed beam. Its dimension is constant along 
its entire length and one of the main assumptions is to keep the b dimension 
constant. This assumption is required by the method of attaching the landing 
gear beam to the aircraft fuselage. The results of the analysis were obtained 
for the elements whose dimension was changed are presented in Table 6.  
The analysis shows the values ​​of maximum deformations, displacements, and 
mass of the designed element.

Table 6
 Results for changed thicknesses of the profile used

Profile thickness a 
[mm]

Maximum Stress 
[MPa]

Maximum Displacement 
[mm]

Mass
[kg]

25 268.6 11.24 13.94

20 354.8 20.4 11.06

18.5 401.4 24.5 10.37

17 491.6 30 9.51
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Conclusions

The presented transdisciplinary analysis concerns a simulation study of a com-
posite landing gear of ultralight and very light aircraft. Limitations and rules 
that very light airplanes must meet were reviewed, and the object of investi-
gation was selected. Based on the literature review, mathematical calculations 
of the aircraft parameters necessary for the drop test analysis were performed.

Computer-Aided Design (CAD) models were subjected to Finite Element 
Analysis (FEA) in the SolidWORKS® program, loading with previously calculated 
forces. At the same time, mathematical analysis was still carried out. The results 
of the mathematical analysis and FEA for the deformation of the landing gear 
were they are not identical due to the approximations used in the mathematical 
calculations. Some elements and factors important from the point of view of FEA, 
such as the fixing method, were omitted in the mathematical calculations. Based 
on the analysis presented above, comparative results of the landing gear for the 
two isotropic materials under consideration were obtained. The obtained results 
allowed for unequivocal determination of specific parameters for both types 
of the landing gear. The analysis showed that the landing gear made of CFRP 
showed less weight, greater resistance to reduced stress, and, as a result, less 
deflection of the beam. The results of the mathematical and computer analysis 
are presented in Table 3.

The maximum von Mises stresses for both the materials are less than the 
maximum calculated stresses. It should be noted that the SolidWORKS® program 
indicated the maximum reduced stresses in the places of the added supports, 
it is related to the problems of designing boundary conditions and results from 
measurement errors using the FEA method.

The highest stresses that occurred beyond the abovementioned points 
of support were respectively 137.7 MPa for the aluminum alloy 7075 T6 and 
136.6 MPa for CFRP. It can be seen that the chassis made of CFRP is stiffer 
and lighter.

The next step in the analysis should be to analyze the CFRP material as 
a non-homogeneous anisotropic one, determining the orientation of the fibers. 
This will allow to improve the damping properties of the landing gear springs, 
to optimize its shape and further weight reduction.

The landing gear beam made of CRFP seems to be a better alternative for 
light aircraft, where the weight of all components is very important. Future 
research will be focused on improving the composite landing gear model and 
performing more advanced calculations taking into account the structure of this 
composite beam, the method of carbon fiber reinforcement, and the resulting 
anisotropy of local beam properties. In further studies, dynamic and simulation 
analysis for the drop test of a beam made of both materials will be carried out. 
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A b s t r a c t 

Pseudo-random number generation techniques are an essential tool to correctly test machine 
learning processes. The methodologies are many, but also the possibilities to combine them in a new 
way are plenty. Thus, there is a chance to create mechanisms potentially useful in new and better 
generators. In this paper, we present a new pseudo-random number generator based on a hybrid 
of two existing generators – a linear congruential method and a delayed Fibonacci technique. 
We demonstrate the implementation of the generator by checking its correctness and properties using 
chi-square, Kolmogorov and we apply the Monte Carlo Cross Validation method in classification 
context to test the performance of the generator in practice.

Introduction

First question is what is it pseudo-random generator. It is generator which 
create a numbers in randomness method. To do that we need pseudo-random 
generator with good seed. But now is the question what is seed. The seed is 
the starting value on the basis of which the remaining numbers are generated. 
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Seed must have features two unpredictability, first in forward saying that other 
who’s don’t know seed can’t create a good pseudo-random numbers. Second 
feature relies on that other can’t create seed when knows created numbers. 
This features says why seed is that important in pseudo-random generators. 
When we looking on seeds in generators existing to create our method we can 
see different between, but it will be show in this introduction. Second question 
is how we can use pseudo-random generators. This generator can be used  
to Monte Carlo methods simulation, cryptography, and to create computer games 
when we need use randomness.

We will briefly introduce the algorithms on the basis of which we create our 
hybrid pseudo-random number generation method. Then, we will proceed with 
an overview of selected existing generators.

1. Linear congruence generator (Stallings 2012)
The generation of pseudo-random numbers using a linear congruence generator 

is based on an iterative algorithm

Xn+1 = (aXn + c) mod m,

where individual parameters have the following meaning:

m – module, m > 0,

a – multiplier, 0 < a < m,

c – growth 0 <= c < m,

X0 – starting value (seed) 0 <= X0 < m.

Each pseudo-random number being generated is from 0 to m – 1 interval.  
It is worth noting here that only integers are used for the generator. For the 
quality of the generator functioning in this way it is critical to choose the values 
of a, c and m. The main advantage of the linear congruence generator is the 
choice of two parameters, which are the multiplier (a) and the modulus (m), where 
it can happen that the generated sequence of numbers will be indistinguishable 
from the sequence of numbers that arise because of random drawing without 
returning numbers from the set {1, 2, …, m – 1}.

The disadvantage is that if the intruder knows our parameters, by using which 
the generation of pseudo-random numbers occurs, he can map the generated 
sequence himself. He will do it using the following equations:

X1 = (aX0 + c) mod m,

X2 = (aX1 + c) mod m,

X3 = (aX2 + c) mod m.



Technical Sciences	 24, 2021

	 Pseudo-Random Number Generator Based on Linear Congruence…	 333

2. Delayed Fibonacci generator (Lagged Fibonacci Generator, online)
A pseudo-random number generator used to improve the linear congruence 

generator. Its origins date back to 1958, with contributions from GJ Mitchell 
and DP Moore. The algorithm is based on the following formula:

Sn = Sn – j ∗ Sn – k (mod m), 0 < j < k,

where the operator ∗ can be any arithmetic operation or a bit operation. Depending 
on the operation used, the generator takes the appropriate name.

The operation of the generator starts with the selection of the j and k number 
values (they are the selected indices from the seed that take part in the creation 
of pseudo-random numbers). Then, the value of the number m is determined.  
The last parameter of the generator is the value val, which is considered as the 
seed. With this combination, our values will be drawn from the range of 0 to  
m – 1. It is also important to use the m value, which is a power of 2. The generator 
is delayed, because it remembers several values generated in the previous steps.

Let us discuss the content of the following sections. In the section 2 we have an 
overview of selected pseudo-random number generation methods. In the section 3 
we present the idea of our algorithm. Then in section 4 we test our method 
using Chi-square and Kolmogorov’s lambda consistency test. In the section 4.3  
we conduct a critical discussion of our results. In section 5 we present the 
application of our method in practice. Finally, in section 6 we summarise the work. 

We proceed to review what we consider to be the more important pseudo- 
-random number generation techniques.

Selected pseudo-random number generation techniques

In this section we will present a few pseudo-random generator with normal 
distribution.

1. Mersenne Twister (Sulewski 2019)
A popular pseudo-random number generator by Japanese scientists Matsumoto 

and Nishimura, generating pseudo-random numbers with a uniform distribution 
of massive period 219937 – 1. This algorithm provides a solution for generating 
pseudo-random numbers for many software systems. The generator was created 
to improve the quality of older generators.

2. Box-Muller (BM) generator (Sulewski 2019, Box, Muller 1958) 
Let U1, U2 be U(0, 1) pseudo-random numbers. The Box-Muller method 

generates a pair of independent pseudo-random numbers (Y1, Y2) from N(m, s):
–	 𝑎𝑎 = √−2 ln(𝑈𝑈1),  b = 2πU2;

–	 X1 = asin(b), X2 = acos(b);

–	 Y1 = sX1 + m, Y2 = sX2 + m.
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3. Polar Generator (Sulewski 2019, Bell 1968, Knop 1969)
Let U1, U2 be U(0, 1) pseudo-random numbers. A polar method generates 

a pair of independent pseudo-random numbers (Y1, Y2) from N(m, s):
–	 a = –1 + 2 ∗ U1, b = –1 + 2 ∗ U2;

–	 d = a2 + b2;

–	 If d ≥ 1, go to point 1;

–	 𝑒𝑒 = √−2 ln(𝑑𝑑)
𝑑𝑑  ;

–	 X1 = ae, X2 = be;

–	 Y1 = s ∗ X1 + m, Y2 = s ∗ X2 + m.

4. Quotient method (Sulewski 2019, Kinderman, Monahan 1977, Wieczor- 
kowski, Zielinski 1997)

Let U1, U2 be the pseudo-random numbers U(0, 1). A quotient method generating 
a pseudo-random number Y from N(m, s):

–	 𝑢𝑢 = 𝑈𝑈1, 𝑒𝑒 = exp(1), 𝑣𝑣 = −√2/𝑒𝑒 + 2√2/𝑒𝑒𝑈𝑈2 ;
–	 X = �/�;

–	 If X2 ≤ 2�3 – �(4 + �)�, go to point 6;

–	 If X2 ≤ 2/� – 2� and X2 ≤ – 4 ln(�), go to point 6;

–	Go to point 1;
–	 Y = sX + m.

5. Ahrens-Dieter (AD) generator (Sulewski 2019, Ahrens, Dieter (1988)
Let U1, U2, U3 be U(0, 1) pseudo-random numbers. The Ahrens-Dieter method 

generates a pair of independent pseudo-random numbers (Y1, Y2) from N(m, s):
–	 If U1 < 0.5 then a = 1. Go to point 3;

–	 a = – 1;

–	 b = – ln(U2);

–	 c = tg[π(U3 – 0.5)];

–	𝑑𝑑 = √ 2𝑏𝑏
1 + 𝑐𝑐2 ;

–	 X1 = ad, X2 = cd;

–	 Y1 = s ∗ X1 + m, Y2 = s ∗ X2 + m.

Now we turn to discuss the methodological details of our new pseudo-random 
number generation technique.
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Proposed Methodology

First, what we do, to create pseudo-random numbers, is the creation 
of generator seed. Seed is a message, whose input chars are changed into array 
ASCII codes. When we have seed, the next step to create pseudo-random numbers 
is to choose two numbers j and k (both numbers be in range between 0 and length 
seed, for example if our input message has 10 chars, j and k be in range between 
0 and 9). These numbers are indexes from the array ASCII codes. Next we select 
number m that sets the generator range, if our m is 342, the biggest pseudo- 
-random number will be equal 341. The last thing what we should do creates 
number n, that will determine how many sequences the generator will perform.

One sequence includes several operations:
Step 1

a = (Sj XOR Sk) mod m,

b = (Sk ∗ Sk) mod m;
Step 2

j = a mod S,

k = b mod S;
Step 3

Sj = a,

Sk = b.

Two pseudo-random numbers (a and b) are created in one sequence. Next 
when we have created the numbers a and b, the numbers j and k are change 
based on actions described above. When we have new indexes j and k, old values 
on new indexes j and k are replaced by two pseudo-random numbers a and b.

Example of generator action
Input message: gerwok-nkl
Array ASCII codes from input message (S): 103 101 114 119 111 107 45 110 107 108
j = 6
k = 8
m = 16452
n = 312

First sequence
a = (45 XOR 107) mod 16452 = 70 mod 16452 = 70
b = (107 ∗ 107) mod 16452 = 11449 mod 16452 = 11449
j = 70 mod 10 = 0
k = 11449 mod 10 = 9
Sj = 70
Sk = 11449
S = 70 101 114 119 111 107 45 110 107 11449
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Second sequence
a = (70 XOR 11449) mod 16452 = 11519 mod 16452 = 11519
b = (11449 ∗ 11449) mod 16452 = 131079601 mod 16452 = 6517
j = 11519 mod 10 = 9
k = 6517 mod 10 = 7
Sj = 11519
Sk = 6517
S = 70 101 114 119 111 107 45 6517 107 11519
That will be created 624 pseudo-random numbers.

1. Illustration of examples of generated pseudo-random numbers
In this section, we shall present graphs of the distribution of pseudo-random 

numbers, A and B. The numbers generated using the three input sets will be 
presented. For each set two graphs will be presented, where one will show on 
the �-axis the number a and on the y-axis the number b. The second graph will 
be the inverse of the first one on the �-axis the number b and on the y-axis the 
number a. Additionally, we will show graphs presenting the numbers of generated 
pseudo-random numbers in intervals. The number of intervals, the size of the 
interval and the first upper limit of the interval is determined by:

𝑘𝑘 ≈ √𝑛𝑛 + 1, 
where:

k	– number of intervals,
n	– the number of pseudo-random numbers generated;

ℎ ≈ 𝑟𝑟
𝑘𝑘 ,

where:
h	–	interval size,
r	–	the difference between the largest and smallest pseudo-random numbers 

generated,
k	–	number of intervals;

𝑃𝑃1 ≈ 𝑛𝑛min. − (ℎ2) + ℎ ,
where:

P1	 – right limit of the first interval,
nmin.	– the smallest pseudo-random number generated,
h	 – size of the interval.
2. Example 1

Input message: gerwok-nkl
j = 6
k = 8
m = 16452
n = 84
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Fig. 1. Plot of distribution pseudo-random numbers A on the x-axis  
and pseudo-random numbers B on the y-axis

Fig. 2. Plot of distribution pseudo-random numbers B on the x-axis  
and pseudo-random numbers A on the y-axis
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Looking at the graphs (Figs. 1, 2) it can be seen that not all points that were 
created during the generation of pseudo-random numbers were placed on the 
graph. The reason is that a generator period generates a repeating sequence 
of pseudo-random numbers from a certain point onward. In this example, the 
period starts with the 31st generator pass, up to this point points not belonging 
to the repeating sequence have been generated. While the length of the generator 
period for this example is 54. The distribution of the points itself shows a non- 
-uniform distribution. If we analyze the generate pseudo-random numbers A and B, 
we can see that for the pseudo-random numbers B a repeating sequence of numbers 
has been formed, the length of which is 18.

Fig. 3. Interval frequency histogram from generated numbers

The graph (Fig. 3) showing the distribution in numerical intervals shows the 
frequencies of pseudo-random numbers in each interval divided into two series. 
The first blue shows the distribution of numbers after 30 draws, and the second 
orange after 84 draws. The whole graph shows an uneven distribution of the 
intervals. Only after 30 draws we can observe small differences between the 
intervals. Although the generated unique points were used to build the counts 
(i.e. not repeating both values of A and B during the 84 draws, only after the next 
pass we will get the numbers A and B in the same configuration: the point created 
in the generation number 32 will be repeated in the generation number 85),  
we can see a large variation, which can be caused by the repeated values of the 
number B from time to time.
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3. Example 2
Input message: &*%06frD34>”;/[]234#^(&
j = 6
k = 20
m = 391
n = 138

Fig. 4. Plot of distribution pseudo-random numbers A on the x-axis  
and pseudo-random numbers B on the y-axis

The graphs (Figs. 4, 5) shown for the second example show a more true 
random distribution. The points marked with four colors show the distribution 
of pseudo-random numbers after a certain number of generations. For the second 
example, we also notice some distribution of points in intervals (the pseudo- 
-random number B falls into a generator period of length 10), but the points 
themselves are unique, because after 138 steps of the generator, the first repetition 
of a point occurring will be recorded (20 points will be repeated). The generator 
period itself will start at 120 draws, thus if the parameter n is greater than 138 
for the dataset, points from 120 draws will start to repeat.
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Fig. 5. Plot of distribution pseudo-random numbers B on the x-axis  
and pseudo-random numbers A on the y-axis

Fig. 6. Interval frequency histogram from generated numbers
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As in the first example, we can observe a large variation between the counts 
of the given intervals (see Fig. 6). While presenting this graph lets us notice, 
some intervals have zero count after a given number of generator’s passes. It can 
be seen, for example, in the range from 121 to 143 where only values after 40 
and 80 generations appeared or in the last range where we can see occurrences 
after 40 and after 120 generations. The most even distribution between the 
intervals is in the case of the first series, where we can see small differences 
between the intervals.

4. Example 3
Input message: GujRplS53
j = 2
k = 5
m = 4213
n = 462

Fig. 7. Plot of distribution pseudo-random numbers A on the x-axis  
and pseudo-random numbers B on the y-axis
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Fig. 8. Plot of distribution pseudo-random numbers B on the x-axis  
and pseudo-random numbers A on the y-axis

The graphs (see Figs. 7, 8) of the third example show the distribution of a large 
number of points, which have been divided into six insertion series, each series 
containing 80 points after the last. Here, we can see that the points are evenly 
distributed over the whole area of the graph. As in the previous examples, 
there is a generator period, but its size is much larger than in the other two 
examples. The generator period for this example starts at 83 generations and 
ends at 462 generations. This means that at 463 generations the values from 
the 83rd generation will be repeated.

The graph (see Fig. 9) showing the distribution of the numbers in the intervals 
shows a good distribution between the individual intervals. The exception is the 
first interval, in which, as we observe on the graphs of distribution, the value 0 
is repeated, which overestimates the size of the first interval. As an exception 
to the equal abundance between compartments we can also consider the last 
allocation, in which the maximum values occur. An even distribution of the 
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abundance can also be observed if we look at the distribution between the series 
that was created when creating the graph.

5. Summary of examples
Summarizing the presented examples, we can observe that the values 

of pseudo-random numbers that will be created during the generation depend 
on the input parameters. During the generation we can get several generator 
periods. During the generation of numbers, there is a generator period only for 
the pseudo-random number B, which will cause that the points can be arranged 
in a certain characteristic way. Nevertheless, if there is no generator period for 
the number A, and we put the obtained numbers on the distribution graph we 
will get different points. It can be seen in the graphs of the first two examples. 
It also happens that the pseudo-random numbers A and B start to repeat after 
some time simultaneously, for example, as in the third example where there is 
a simultaneous generator period for both numbers.

Two parameters are of great importance when generating pseudo-random 
numbers: the seed and the parameter m. It is advisable that the parameter m 
is a large number, at most, it can be equal to 2147483646.

Let us now move on to testing the correctness of our technique.

Fig. 9. Interval frequency histogram from generated numbers
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Validation of our method

1. Chi-square test of compatibility (Wojtatowicz 1998)
It is one of the oldest statistical tests. Allowing us to test the hypothesis that 

a population has a certain type of distribution (described by a certain distribution 
in the form of a function), which be continuous or stepwise. The only limitation 
is that the sample be large, containing at least several dozen samples because 
the results be divided into certain classes of values. These classes should not 
be too few, at least 8 results should fall into each of them. In the case when 
there is a class smaller than 8 in the empirical distribution, this class should be 
combined with the neighboring one. For each class in the hypothetical distribution, 
theoretical counts are calculated, which are compared with the empirical counts 
using the appropriate chi-square statistic. When the discrepancies between the 
empirical and theoretical counts are too large, the hypothesis that the population 
has the assumed theoretical distribution be rejected.

The chi-square test formula: 2 =∑(𝑛𝑛𝑖𝑖 − 𝑛𝑛𝑛𝑛𝑖𝑖)2
𝑛𝑛𝑛𝑛𝑖𝑖

𝑘𝑘

𝑖𝑖=1
 .

The ranges were established in the same way as in the chart presentation. 
Results of the chi-square test for the examples shown.

Table 1
 Chi-square test for the first example

For numbers K R Degrees of freedom Test statistic Critical value

A and B 11 2 8 105.7046 15.5073

A 7 2 4 71.975 9.4877

B 6 2 3 8.3021 7.8147

Table 2
Chi-square for the second example

For numbers K R Degrees of freedom Test statistic Critical value

A and B 13 2 10 172.5347 18.307

A 10 2 7 47.4164 14.0671

B 9 2 6 149,3395 12.5915
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Table 3
Chi-square test for the third example

For numbers K R Degrees of freedom Test statistic Critical value

A and B 30 2 27 762.6274 40.1132

A 21 2 18 546.9795 28.8692

B 22 2 19 149.4899 30.1435

The null hypothesis for each test performed was rejected. It can be noted 
that the B numbers from the test for the first example were closest to the normal 
distribution. For each test, a probability of 0.05 was used to create the critical 
value.

In the tables, the parameter k is defined as the number of intervals taken for 
the test, r as the number of parameters taken to calculate the normal distribution 
(in this case the mean and standard deviation of the generated numbers).

2. Kolmogorov’s lambda consistency test (Wojtatowicz 1998)
In the Kolmogorov’s lambda consistency test, to verify the hypothesis that the 

population has a certain type of distribution, one does not, as in the chi-square 
test, consider the counts of the empirical series and compare them with the 
counts of the hypothetical series, but compares the empirical and hypothetical 
distributions. Because when the population has a distribution consistent with 
the hypothesis, the values of empirical and hypothetical distributions should 
be similar at all tested points. The test begins by analysing the differences 
between the two distributions. The largest of which will then be used to construct 
the lambda statistic, whose distribution does not depend on the form of the 
hypothetical distribution. This distribution determines the critical values in 
this test.

The formula for calculating the value of a statistic for a given interval:  
𝐷𝐷 = sup|𝐹𝐹𝑛𝑛(𝑥𝑥) − 𝐹𝐹(𝑥𝑥)| 

The formula for calculating the value of the test statistic: 𝜆𝜆 = max(𝐷𝐷√𝑛𝑛) 
For a fixed confidence level l we read the critical value from the limiting 

Kolmogorov distribution. The ranges were determined in the same way as in 
the presentation of the graphs.

Table 4
Kolmogorov test for the first example

For numbers Alfa Test statistic Critical value

A and B 0.05 1.2914 1.36

A 0.05 8.4866 1.36

B 0.05 1.3687 1.36
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Table 5
Kolmogorov test for the second example

For numbers Alfa Test statistic Critical value

A and B 0.05 2.3528 1.36

A 0.05 1.6761 1.36

B 0.05 2.3269 1.36

Table 6
Kolmogorov test for the third example

For numbers Alfa Test statistic Critical value

A and B 0.05 2.5839 1.36

A 0.05 2.1126 1.36

B 0.05 1.8966 1.36

The Kolmogorov test values are more approximate as to the critical value.  
The null hypothesis was not rejected for the numbers A and B from the first 
example, so we can conclude that the generated numbers have a normal 
distribution with the parameters of the mean and standard deviation. 

3. A critical analysis of our method
A problem associated with the hybrid pseudo-random generator is the creation 

of short-range pseudo-random numbers. It is mainly due to the setting of the 
parameter m (responsible for the upper range of the generated values), such 
an example would be the value 100 or 768. In some cases a small adjustment 
of the value of m is enough to get better quality-generated numbers. A superb 
choice of m values are prime numbers, in their case it is rare to generate pseudo- 
-random values with a small period. It is also not advisable to create a seed 
where a character repeats several times.

In the next section we test our method in practice by applying the drawn 
objects to the classification process.

Our method in action

The final part of verifying the performance of our technique was to perform 
classification using the kNN technique in the Monte Carlo Cross Validation 
model. We used an implementation in R language from the kNN library.  
Our goal was to check results of performed classification tests, in which objects 
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of training systems were generated by our method have distribution close to normal.  
The effect of the following test on the Statlog (Australian Credit Approval) 
Data Set (ICS-a. Online) and on the Statlog (Heart) Data Set (ICS-b. Online) 
is presented in the figures Interval frequency histogram from Australian Credit 
Approval Data Set and Interval frequency histogram from Heart Data Set.

Fig. 10. Interval frequency histogram from Australian Credit Approval Data Set

Fig. 11. Interval frequency histogram from Heart Data Set
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Test Purpose

The focus of the test is the proportion of zeroes and ones for the entire 
sequence. The purpose of this test is to determine whether the number of ones 
and zeros in a sequence are approximately the same as would be expected for 
a truly random sequence. The test assesses the closeness of the fraction of ones 
to ½, that is, the number of ones and zeroes in a sequence should be about the 
same. All subsequent tests depend on the passing of this test (Rukhin et al. 2010).

Test description:
–	 conversion pseudo-random numbers to binaries and create binary string;
–	 conversion to ±1 (0 is converted to values -1, 1 is converted to values +1) 

and create sum Sn from binary string;

–	 compute the statistic: 𝑆𝑆obs =
|𝑆𝑆𝑛𝑛|
√𝑛𝑛

  where n is length of binary string;

–	 compute P-value = erfc (𝑆𝑆obs
√2

) , where erfc is the complementary error 
function.

If P-value is > 0.01, then conclude that the sequency is random.
For our tests binary string was created with first twenty generation from 

our examples use in section Proposed Methodology.

1. Test purpose for first example
n = 515
Sn = 107
Sobs = 4.7149
P-value = 2.4173e-06
Sequency is non-random

2. Test purpose for second example
n = 295
Sn = 17
Sobs = 0.9897
P-value = 0.3223
Sequency random

3. Test purpose for third example
n = 434
Sn = 24
Sobs = 1.1520
P-value = 0.2493
Sequency random
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Conclusions

In this paper, we have presented a hybrid method of pseudo-random number 
generator, which is based on existing techniques for generating pseudo-random 
numbers. We have shown how to obtain pseudo-random numbers using the 
hybrid generator, examples with the distribution of numbers on graphs and 
graphs showing the counts of created values into intervals. In the presentation 
of the examples we showed its strengths and weaknesses, which include poor 
randomness in cases where we set a small value of the parameter m. As well 
as good points in the case of the third example where, despite the occurrence 
of a large period of the generator we see excellent randomness. The last stage 
that is presented is the tests of the correctness of the generator. If we looking 
on our examples in section test purpose we can see good quality of randomness 
in examples two and three. Only in first example created binary string is non- 
-random. P-value for second example is 0.3223, for third example 0.2493 what 
can be mean that randomness for this generated numbers is very good quality. 
Only in first example created binary string is non-random.
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A b s t r a c t

The paper present the results of work on measurement system dedicated to hardware used 
during wind tunnel tests, especially to servomechanisms. These devices could be applied to set 
specific position of control surface. Proposed system would ensure continuous monitoring of servo-
rotor position and servo-motor temperature and would avoid uncontrolled change of control surface 
position. 

The application designed to monitor the operating status of the servomechanism was prepared 
in the LabVIEW software and was implemented on the myRIO platform. Developed test rig allow 
to register time histories of servo-rotor position and temperature during test for different values 
of applied load. In the paper, studies plan were also presented.

Experimental studies show that before wind tunnel tests, selected servomechanism should be 
tested in terms of maintaining the parameters declared by the manufacturer, especially during 
continuous operation. Developed measurement system can be used during wind tunnel tests, as well 
as only for servo-mechanism parameter testing. 
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Introduction

Wind and water tunnel measurements play an important role in aircraft 
research programmes, due to the cost minimalization and time saving (Barlow 
et al. 1999, Operations and Maintenance Manual 2012). These tests are one 
of the experimental method (Lichon et al. 2016), which allow to verify the 
characteristics obtained during computer studies performed in specialized 
software with use of numerical methods presented for example in (Pandya et al. 
2017, Li et al. 2018). Moreover, wind tunnel measurements provide the opportunity 
to studies of new solutions dedicated to aircrafts, before tests in flight, such as 
fault detection system described in (Ruangwiset, Suwantragul 2008). Also 
in the paper (Wibowo et al. 2019) comparison of aerodynamic characteristics 
of Sukhoi SU-33 aircraft and F-35 Lightning aircraft obtained in wind tunnels 
are presented. 

Wind tunnel measurements allow to simulation of the aircraft real behavior 
in strictly defined conditions and with precisely set flight parameters. These 
tests enable to eliminate errors and improve of aircraft operating parameters 
at the design stage, as well as detect causes of failures that occurred in the air.  
In comparison with tests in flight, tunnel measurements possess several attractive 
advantages, such as reducing research time and costs. 

For tunnel test, aircraft models in appropriate scale were made. These models 
were often prepared with use of method, which is very popular in engineering, 
namely 3D printing (Małek et al. 2019, Kiński, Sobieski 2020, Raza et al. 2021). 
During tests, the control surfaces such as ailerons, elevator and rudder were 
locked in strictly defined position. Despite significant progress already reached 
in wind and water tunnel measurements, there remain numerous open challenges 
in this field. Sometimes, due to mounting errors or excessive load, the control 
surfaces change their position. For that reason, in the paper we proposed the use 
of servomechanism with dedicated measurement system to ensure continuous 
monitoring of servo-rotor position and servo-motor temperature. Designed system 
can be used during wind tunnel tests, as well as only for servo-mechanism 
parameter testing.

The contents of the paper are organized as follows. First section introduces 
servomechanism, considering their structures and operation principle. Second 
section reports on laboratory test stands, especially measurement system 
and developed algorithm. Afterwards, results in form of time histories of the 
measurement system are presented. Finally, some remarks are presented 
in Conclusion Section.
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Servomechanisms in aircraft models

Remote control servomechanism (RC servo) are devices designed specifically 
for pointerlike position-control applications. They are built of dc motor, feedback 
device and control circuit. An RC servo uses an outside pulse-width-modulated 
(PWM) signal to control the position of its shaft. To change the position of the 
shaft, the pulse width of the modulated signal is varied. To make the shaft 
go counterclockwise from neutral position, a pulse wider than 1.5 ms is applied 
to the control input. Conversely, to make the shaft go clockwise, a pulse narrower 
than 1.5 ms is applied. The shaft of the motor is usually limited to a rotation 
of 180° or 210°. The dependence between the servo arm position and the length 
of the supplied control impulse signal is shown in Figure 1.

Fig. 1. The dependence between servo arm position and the length  
of the supplied control pulse signal

Servomechanisms in models airplanes are designed to precisely control the 
deflection of control surfaces, such as ailerons, flaps or rudder. Furthermore, they 
are used in landing gear extension mechanisms in unmanned aerial vehicles. 
They are also responsible for changes in the angle of attack of the rotor blades, 
as well as the pitch of the tail rotor in helicopter models (Stephen et al. 2011). 
Figure 2a shows a example of servomechanism and Figure 2b shows a fragment 
of the interior of the fuselage with marked servos in charge of controlling the 
rudder, elevator and throttle.
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Fig. 2. Photo of the serovechanism GWS S0SN STD (a) and fragment  
of the interior of the fuselage (b)

In the Figure 3 servo control system was presented. When controlling servos 
within model airplanes, an initial control signal is first sent to a radiowave 
modulator circuit that encodes the control signal within a carrier wave. This 
carrier wave is then radiated off as a radiowave by an antenna and transmitted 
to the receiver circuit model. The receiver circuit recovers the initial control 
signal by demodulating the carrier. After that, the control signal is sent to the 
designated servo within the model and its arm is tilted by the specified angle.

Fig. 3. Diagram of the four-channel control system of the flying model

If there is more than one servo per model, more channels are required.  
For example, most RC airplanes require a four-channel radio set. More complex 
models may use five or six channels to control additional features such as flaps 
and retractable landing gear. The main control channels of airplanes RC models 
include: 

–	 throttle control channel; 
–	 elevator control channel; 
–	 aileron control channel; 
–	 rudder control channel.
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The first mentioned control channel comprises throttle position adjustment. 
It is responsible for controlling the number of engine revolutions per minute. 
It can be controlled using a single servo. In the case of internal combustion 
engines, the throttle regulates the amount of air-fuel mixture supplied to the 
combustion chamber. In the case of airplanes with an electric motor, it is not 
used because the engine speed is controlled by changing the value of the voltage 
supplied to the engine. 

Another mentioned steering channel allows to adjust the position of the 
elevator. With its help, the pilot can change the flight path, angle of attack  
 and side slip angle β.

The third control channel allows to control the deflection of the ailerons. These 
control surface make possible to change the roll angle Θ of the plane, therefore 
they allow to make a turn, and even a rotation around the longitudinal axis 
of the plane (Ox). Their position is changed by the movement of the control stick 
right-left or by the movement of the steering wheel in the appropriate direction. 
The aileron action changes the lifts on the wing.

The last mentioned control channel enables the control of the rudder position, 
which allows to initiate the rotation of the airplane about the vertical axis Oz. 
When its position is properly synchronized with the ailerons, it contributes 
to the correct execution of the turn. 

Test rig

The motivation for the implementation of this type of test rig is the need to 
verify the parameters of servomechanisms given by manufacturers in the catalog 
notes of devices that can be used in models used in tunnel tests. We additionally 
propose the use of the developed system in tunnel tests during the operation 
of the airframe surfaces of an airplane model. The observed and registered 
parameters of servomechanism are the angular position of the servo drive shaft 
and the temperature of the servo housing. To monitor the above-mentioned 
parameters, measurement system with potentiometer and temperature sensor 
were designed and manufactured (Günter et al. 2006). The scheme of the rig 
stand is shown in Figure 4.

The myRIO device was used as a control unit in the designed test rig. In turn, 
the application managing the stand was made in the LabVIEW software due 
to the compatibility of this environment with the myRIO device. A potentiometer 
was used to perform the task related to the monitoring of the angular position 
of the servo shaft, while a resistance temperature sensor was used to measure the 
temperature, due to its high sensitivity even with small changes in temperature. 
An ammeter has been attached to the system, which gives information about the 
intensity of the current consumed by the servo. The stand base was designed 
in the SolidWorks program, and then printed with using a 3D printer. 
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Fig. 4. Scheme of the test rig 

The myRIO device in the designed laboratory stand acts as a control unit. 
It is a portable, configurable device that enables, among other things, the design 
of control systems and measurement applications. It is equipped with a powerful 
Cortex-A9 dual-core processor, Real Time System and FPGA (Field Programmable 
Gate Array). All elements of the system can be configured using applications 
prepared in the LabVIEW software. There are two expansion ports MPX A 
and MPX B at the user’s disposal, led out to double-row 34-vertical connectors. 
The location of the connectors is identical in both ports, and their numbers along 
with the function performed are shown in Figure 4.

The test rig uses a temperature sensor, which is designed to monitor the 
temperature of the servo housing during operation with a load set by the user. It is 
a resistance sensor where the sensitive element is a thermistor with a negative 
temperature coefficient – NTC (Negative temperature coefficient). In this type 
of resistor, the resistance decreases with increasing temperature. The relationship 
between the resistance and the temperature in an NTC thermistor is described 
by the following equation which has been obtained from the datasheet: 
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	 𝑇𝑇 = 1
1
𝑇𝑇0 +

1
𝛽𝛽 ln (

𝑅𝑅𝑇𝑇
𝑅𝑅0)

 	 (1)

where: 
RT	– the sensor resistance at a given temperature, 
R0	– the sensor resistance at the reference temperature, 
T	 – the sensor temperature at the time of measurement, 
T0	 – the sensor reference temperature. 
The symbol β means a constant that is provided by the manufacturer in the 

data sheet. In order to use the described sensor (thermistor) to measure the 
temperature of the servo, a specified measuring system should be built, which 
will consist of a resistor, sensor and a capacitor. Placing a thermistor in the upper 
branch of the voltage divider makes the voltage measurement more accurate. 
According to the catalog note of the NTC sensor, its accuracy of resistance 
measurement is 1% with increasing temperature. The temperature measuring 
system is shown in Figure 5. 

Fig. 5. Temperature measuring system

A potentiometer is a sensitive element in the system designed to monitor 
the position of the servo shaft, and thus also its horn. This measurement 
is especially important when testing the maximum time for which a given load 
is maintained as well as in monitoring the correctness of the control surfaces 
deflection of an airplane model during tunnel tests. In order to obtain greater 
accuracy of measuring the angular position of the towing bar and to facilitate 
the assembly at the stand, the potentiometer has a cap, designed and printed 
in a 3D printer. The potentiometer with the cap on is shown in Figure 6. 

The potentiometer is connected to the servo shaft by means of a belt drive- 
-like mechanism. All gear elements, i.e. potentiometer cover, servo shaft cover, 
as well as a rubber strip were designed in the SolidWorks program and printed 
in a 3D printer. With each movement of the servo shaft, the potentiometer 
knob sets in motion. The system for monitoring the position of the servo shaft 
is shown in Figure 7. 
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Fig. 6. Potentiometer with the cap

Fig. 7. Connection of a potentiometer with a servo

In order to enable the percentage assessment of the servo shaft position 
change, for each tested device, the difference in the potentiometer indications 
in its two extreme positions was calculated, which was divided into 100% of 
the range. When analysing the time courses, it should be assumed that a 1% 
change of the servo shaft position corresponds to a different value for each device.  
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For the servo GWS SO3N it is 0.03 V/%, for the Power HD 3001 HB it is 0.018 V/% 
and for the Power HD 6001 HB it is 0.027 V/%. The accuracy of reading the data 
from the potentiometer is 0.001 V. Due to the fact that the voltage change was 
converted into a percentage change of the shaft position, it was assumed that the 
measurements of the shaft position change were made with an accuracy of 0.1%.

The control and measurement application of the test rig was developed in the 
LabVIEW software. The prepared application is designed to control the angular 
position of the servo drive using the PWM signal, as well as receive data from 
the potentiometer and temperature sensor. The user interface of the developed 
application is presented in Figure 8. 

The application has been divided into parts carrying out specific tasks. 
The servomechanism control section is marked by red line, the part showing the 
measurement results from the temperature sensor is blue. On the other hand, 
the fields on which the current voltage value from the potentiometer and the 
time history of the output voltage value from the potentiometer are displayed 
are marked by green line. Yellow is the color of the operating mode selection 
menu, by means of which the temperature sensor or potentiometer mode could 
be selected. Additionally, the user can stop the test (experiment) at any time and 
decide to save the data from the temperature sensor and potentiometer to a text 
file using the buttons in the menu (marked in purple). In the workstation selection 
section, it is possible to check status of individual systems, i.e., the position 
verification system and the temperature monitoring system. During operation 
in the “Measuring station” mode, it is possible to monitor the temperature, 
the position of the servo horn, control the servomechanism, and also save the 
measurement data to a text file. The application has protection against excessive 
heating of the housing of the tested servo. After exceeding the maximum operating 
temperature, the diode next to the thermometer starts to glow red.

The Case structure window that performs this task is shown in Figure 9. 
The part responsible for controlling the tested servo is marked in red, the 
measuring part responsible for reading the measurement parameters from the 
temperature sensor and potentiometer is marked in green, and the structure 
that records the measurement data to a file is marked by blue line. While 
Loop, in which the servo control task is performed, is executed every 10 ms. 
The tasks performed by the temperature sensor and the shaft position sensor 
of the servomotor are placed in the While loop. The Wait function is assigned 
a fixed value of 1 s. This means that the program waits a second between 
successive executions of the loop. Due to the fact that these components are 
placed in a separate structure, it is possible to disable their operation without 
interfering with the servo control. The sampling time values ​​can be modified 
as needed. If we want to acquire data more frequently, we can reduce the value 
of the sampling time.
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Results and discussion

In order to verify the correct operation of the designed test stand, four 
measurement sessions were carried out for three different servos. The first one 
was a device dedicated to work with the myRIO platform (GWS S03N STD). Two 
another ones had designation Power HD 3001 HB and a Power HD 6001 HB, 
respectively. Their common feature is dimensions, they all belong to the standard 
category. For each research session, time history of the output voltage value from 

Fig. 10. Time history of the output voltage received from the potentiometer  
for 100% of the maximum load

Fig. 11. The time history of the housing temperature of the tested servo,  
for 100% of the maximum load
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the potentiometer were recorded, which determine the angular displacement 
of the actuator shaft and the time history of the device housing temperature were 
saved in text file too. Additionally, during the experiments, the intensity of the 
current consumed by the servo from the power source was examined. The duration 
of each experiment was 30 minutes, due to the fact that this is the maximum 
duration of the study in wind tunnels for a given position of the control surface. 
Each research experiment was divided into five stages, in which the load applied 
to the servo was 10, 30, 50, 70 and 100% of the maximum load, respectively.  
For each measurement, an appropriate mass in the form of a weight was suspended 
on the arm of the mechanism, 2 centimetres from the shaft center of the device. 
The values ​​of individual loads for all devices are presented in Table 1.

Table 1 
Values of servo loads

GWS S03 STD
[kg]

POWER HD 3001 HD
[kg]

POWER HD 6001 HD
[kg]

10% of maximum load 0.170 0.175 0.290
30% of maximum load 0.510 0.525 0.870
50% of maximum load 0.850 0.875 1.450
70% of maximum load 1.190 1.225 2.030
100% of maximum load 1.700 1.750 2.900

Time histories were recorded for each servo. Time histories of potentiometer 
output voltage and temperature of the GWS S03N STD servo for 100% load are 
shown in Figures 10 and 11.

Figure 12 shows the percentage change in the angular position of all tested 
servos depending on the load. The best operating parameters have a servo-
mechanism dedicated to myRIO with the designation GWS S03N STD, which 

Fig. 12. Comparison of the percentage change in the angular position  
of the servo shaft during operation
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maintained a given position during operation under each given load. The servo- 
mechanism with similar operating parameters, designated as POWER HD 
3001 HB, did not maintain its position at the load equal to 70 and 100% of the  
maximum load. The last tested servo POWER HD 6001 HD did not maintain 
the set position under any load.

Analysing the above graph, it can be concluded that in the last stage of the 
tests, it should not be assumed that the device will maintain the set load, because 
it may have a manufacturing defect, similar to the most likely recently tested 
device, which did not meet its operating parameters. 

Conclusion

In the paper, we proposed measurement system dedicated to hardware used 
during wind tunnel tests, especially to servomechanisms. These measurements 
are a one of experimental methods in the aircraft research programme, which 
let to obtaining the full range of data needed to guide detailed design decisions 
for many practical engineering problems.

In order to reduce the costs of the design and research of the aircraft system, 
in our work, we propose the use of servos both in tunnel tests and in flight test. 
In that case, detailed servomechanism test should be performed, especially its 
data sheet parameters should be studied. For that reason, test rig were designed 
and made. 

The test rig is very universal and its operation is very intuitive, therefore 
it enables the testing of operating parameters and monitor of the servomechanisms 
operation. This is especially useful in tunnel tests where the control surfaces 
of the model are deflected and the servo shafts are loaded throughout the test. 
Hence, it is justified to perform tests of servomechanisms before using them 
in tunnel tests. Thanks to them, it is possible to eliminate the error related 
to the servo not maintaining the set position or excessive heating of the housing.  
The data presented in the previous chapter show that not all devices maintain 
the load declared by the manufacturer. The servo was tested and it probably 
had a manufacturing defect. Conducting the tests on the prepared stand made 
it possible to quickly identify it and reject it for later use in tunnel tests.
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